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Abstract

Methods rooted in the sequence labeling paradigm, where a sequence of labels is assigned

to a series of input data, have broad Natural Language Processing applications. This

thesis is focused on proposing better-suited alternatives in cases where sequence labeling

is a go-to model.

After describing the application of sequence labeling to Named Entity Recognition

and propaganda detection, it is noticed that they represent separate cases that can be

distinguished concerning the final purpose the extracted information is used for.

The first category, referred to as span identification, is considered mainly in the context

of identifying fragments of the requested documents representing legal clauses analo-

gous (i.e. semantically and functionally equivalent) to the examples provided in other

documents. Practical limitations of standard models used in sequence labeling in this

application are dictated by the low number of annotated examples available. As an

alternative, varied methods using neural language models were proposed, particularly

the one integrating obtained word embedding with the classic Dynamic Time Warping

algorithm that was generalized to support multiple reference examples.

Moreover, an end-to-end trainable mechanism that learns to select parts of the document

depending on the advantage they give on a downstream task is presented. It leads to an

integrated summarization model, where loss from the abstractive model generating the

summary is propagated to the extractive span identification method. Unlike conventional

sequence labeling, it does not require any additional annotations.

The second category of problems referred to as key information extraction is focused on

varied tasks oriented at obtaining key-value pairs for an input document (or answering

questions formulated in natural language). Since, commonly, token-level annotations are

not available, and one receives merely metadata assigned to the document, the application

of sequence labeling here is not straightforward and prone to errors.

As argued, the problem can be solved much better with encoder-decoder architecture.

Proposed models hold state-of-the-art on various datasets involving the processing

of complex documents, whereas the introduced benchmark addresses the problem of

measuring the performance of similar systems in an end-to-end manner.

Despite that sequence labeling is heavily ingrained in key information extraction and

span identification to date, one can hypothesize that things are to be disrupted. In light

of the following dissertation, the interference is expected to be the most profound in

KIE, where sequence labeling can lose importance as the rise of the encoder-decoder

architecture will further endure its influence.





Streszczenie

Metody oparte o znakowanie ciągu, w których sekwencji danych wejściowych przypisuje

się sekwencję etykiet, mają szerokie zastosowanie w dziedzinie przetwarzania języka natu-

ralnego. Niniejsza rozprawa skupiona jest przede wszystkim na propozycjach zastąpienia

wspomnianego paradygmatu bardziej adekwatnymi metodami, w zastosowaniach gdzie

referencyjnym rozwiązaniem byłyby modele wykorzystujące znakowanie ciągu.

Po przedstawieniu jak modele oparte o znakowanie ciągu mogą być wykorzystywane

do wykrywania bytów nazwanych (Rozdział 2) i fragmentów tekstu realizujących tech-

niki propagandowe (Rodział 3), rozważane problemy rozpatrywane są ze względu

na zastosowanie ekstrahowanej informacji, w oparciu o rozróżnienie zaproponowane

w przedmowie. W przedstawionym ujęciu wyróżniono sytuację, kiedy wiedza o dokładnej

lokalizacji w dokumencie jest konieczna ze względu na zastosowanie modelu (wspoma-

ganie decyzji użytkownika, wyszukiwanie) oraz taką, kiedy wystarczające jest przypi-

sanie metadanych do dokumentu, zaś dokładne wskazanie ich źródła w treści nie jest

konieczne.

Pierwsza kategoria, określana jako identyfikacja fragmentów tekstu (ang. span identifi-
cation), rozpatrywana jest przede wszystkim w związku z wyszukiwaniem zbliżonych

semantycznie i funkcjonalnie klauzul tekstu prawnego w nieustrukturyzowanym tekście,

na podstawie niewielkiej liczby przykładów. Ten problem, określany jako contract discovery
wprowadzony został w Rozdziale 4. Dla przytoczonego zastosowania zaproponowano

zróżnicowane metody wykorzystujące neuronowe modele języka, m.in., wiążące ich

reprezentacje z klasycznym algorytmem dyskretnej transformaty czasowej, który uogól-

niono do sytuacji z wieloma sekwencjami referencyjnymi (Rozdział 5). Nieadekwatność

tradycyjnych modeli wykorzystywanych przy znakowania ciągu wynika tu przede

wszystkim z niewielkiej liczby przykładów treningowych.

Rozważania dotyczące problemu identyfikacji fragmentow tekstu są kontynuowane

w Rozdziale 6. Tamże zaprezentowano metodę detekcji takich fragmentów dokumentu,

których obecność jest kluczowa ze względu na funkcję kosztu modelu realizującego

zadanie streszczania tekstu. Tym samym, zaproponowano model ekstrakcyjno-abstrakty-

wny, w którym komponent ekstrakcji nie wymaga dodatkowych danych treningowych,

jakich wymagałoby klasyczne znakowanie ciągu.

W ramach drugiej kategorii problemów, określanych jako ekstrakcja kluczowych in-

formacji (ang. key information extraction), skupiono się na zróżnicowanych zadaniach,

zorientowanych na otrzymanie par klucz-wartość na podstawie dokumentu (lub

odpowiedzi na pytania zadawane w języku naturalnym). Zaproponowane modele oparte

o architekturę enkoder-dekoder, opisane w Rozdziale 7 i Rozdziale 8, są jak dotąd



najbardziej skutecznymi spośród opisanych w literaturze. Skupiają się one kolejno na

problemie ekstrakcji z dokumentów o bogatej strukturze graficznej oraz problemach,

gdzie należy dokonać ekstrakcji wielu par klucz-wartość z jednego tekstu.

Motywacja dla porzucenia paradygmatu znakowania ciągu w tym miejscu wynika

z czynników takich jak niedostępność anotacji na poziomie tokenu (dysponujemy jedynie

wartościami przypisanymi do całego dokumentu) czy nieobecność wartości w treści

(np. w skutek błędu OCR, niepoprawnie rozpoznanej kolejności tokenów lub zakładanej

normalizacji).

Wspomnianą część wieńczy próba spojrzenia na ewaluację systemów dokonująych

ekstrakcji kluczowych informacji oraz realizujących pokrewne zadania na rzeczy-

wistych dokumentach o bogatej strukturze graficznej i formatowaniu. Przedstawione

w Rozdziale 9 ujęcie i wybór zadań, skupia się na zapewnieniu takiej procedury ewaluacji,

która w jak największym stopniu odpowiada rzeczywistym zastosowaniom z zakresu

automatyzacji procesów biznesowych.

Zróżnicowanie typów zadań oraz nagromadzenie problemów wzmiankowanych przy

okazji opisu ekstrakcji kluczowych informacji, sprawia że zaproponowanie w tym miejscu

rozwiązania bazującego na znakowaniu ciągu wiązałoby się licznymi trudnościami.

Wprowadzony w rozdziale model referencyjny oparty o architekturę enkodera-dekodera

podobnym ograniczeniom nie podlega.

Mimo faktu, że paradygmat znakowania ciągu jest jak dotąd szeroko rozpowszechniony

w zadaniach identyfikacji fragmentu tekstu i ekstrakcji kluczowych informacji, w świetle

niniejszej rozprawy można przypuszczać, że nastąpi jego częściowe porzucenie. Oczeki-

wać go można przede wszystkim w drugim z wymienionych zastosowań, w związku

z coraz mocniej zaznaczoną pozycją alternatywy modeli opartych o architekturę enkoder-

dekoder.
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Token Label

Joe B-person

Biden I-person

is O

a O

president O

of O

USA B-country

Table 1.1: Sequence labeling applied to

Named Entity Recognition using BIO tag-

ging convention. Labels assigned to words

within the sentence.

1: In particular, half of placeName.region
objects have a lower-level placeName.region
inside in the case of the PolEval dataset.

Foreword 1
Named Entity Recognition stands for a

task of locating and classifying spans of

text associated with real-world objects,

such as person names, organizations, and

locations, as well as with abstract temporal

and numerical expressions such as dates

[1–3].

When Natural Language Processing is considered, a significant problem

conventionally approached within the sequence labeling paradigm is

Named Entity Recognition (also referred to as entity identification, entity

chunking, or entity extraction, NER).

The sequence labeling approach to NER assumes tagging each word

within the sentence with a scheme that makes further identification of

multi-word entities possible. Typically a BIO notation is used, where O

label is used for non-entity tokens, whereas the beginning and the inside

of entities are differentiated with assigned B, and I labels (Table 1.1).

In general case of sequence labeling, the input is a sequence of labels

(𝑦1 , . . . , 𝑦𝑛) corresponding to an observation sequence (𝑥1 , . . . , 𝑥𝑛). Al-

though it is in principle possible to perform classification for each element

independently, the problem is commonly approached with methods ex-

ploiting the correlation of labels within the sequence [4].

Named Entity Recognition, considered in sequence labeling paradigm,

was among the tasks where early neural network frameworks outper-

formed feature-engineering approaches. Further architectures with new

pretraining techniques lead to unforeseen systems’ accuracy [5–9].

Puzzle of Nested Named Entities

Signs of this transition were visible at the PolEval 2018 competition where

state-of-the-art Conditional Random Fields solution for Polish, developed

through the years to include handcrafted orthographic, structural, mor-

phological, lexicon-based, and compound features, was outperformed

by neutral networks based on dense vector representations [10–12].

Interestingly, annotations used during the PolEval were sourced from the

National Corpus of Polish where named entities can overlap and contain

other named entities, as in the case of ul. kardynała Stefana Wyszyńskiego
’Cardinal Stefan Wyszyński Street’ [13]:

ul   .    kardynała    Stefana    Wyszyńskiego

surnameforename

persName

geogName

The inference of such a structure poses a puzzle for a simple sequence

labeling framework. Note that a straightforward solution of casting a

problem of a single token as multi-label classification (or equivalently,

training multiple models, one per label) excludes the possibility of nesting

the same type of named entity by design.
1
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2: E.g., dynamical stacking of final net-

work layers [15].

3: This example is not accidental, and

Chapter 3 presents such a system able

to find text fragments that contain at least

one propaganda technique.

4: Some properties have multiple valid an-

swers; thus, multiple values are expected.

Examine the case of Johann Sebastian

Bach’s biography for which property sister
has eight values.

Nevertheless, such simplification is sometimes accurate enough, as shown

in Chapter 2, published initially as paper “Approaching nested named

entity recognition with parallel LSTM-CRFs”.

Although more elegant solutions for the nested NER have been proposed,
2

the problem itself may provoke question if a more straightforward

and better method can be formulated outside the sequence labeling

paradigm.

Before going further into this consideration, let us take a step back to

consider the final purpose the extracted information is used for.

1.1 Between Location and Information

Sequence labeling is a robust framework whose applications extend far

beyond Named Entity Recognition. In particular, Keskar et al. proposed

to unify diverse problems of question answering, text classification, and

regression by casting them as span extraction [16]. It will be, however,

useful to distinguish two cases where sequence labeling is being used.

Consider the case of invoice processed to determine the total payment

amount or the number of the seller’s bank account. What an end-user is

interested in is the value of the particular property associated with the

document. When the problem is approached with sequence labeling, one

receives information on the exact location of this value within a document

as a byproduct of this particular method. It may be helpful for increased

interpretability or to validate the result, but it is not necessarily required.

This setting is referred to as Property Extraction or Key Information

Extraction.

In contrast, there is a category of problems where determining the exact

location of positively labeled tokens is crucial. Take an example of a

system highlighting passages in press news to facilitate critical thinking

by warning a user that someone is trying to influence his opinion

there.
3

We will use the term Span Identification for problems where the

determination of an exact location of a sub-sequence is a purpose itself,

and knowledge of the value behind labeled tokens is of little use.

Sequence Labeling in Key Information Extraction

Let a property denote any query for which a system is expected to return

an answer from given text. Examples include country of citizenship for

a biography provided as an input text or architect name for an article

regarding the opening of a new building. Contrary to QA problems,

a query is not formulated as a question in natural language but rather

as a phrase or keyword. We use the term value when referring to a valid

answer for the stated query.
4

We will refer to any task consisting of

a tuple (properties, text) for which values are to be provided as a Key

Information Extraction task.

Recall the PolEval 2018 competition in Named Entity Recognition and

compare it Key Information Extraction shared tasks of SROIE and Kleis-

ter [17, 18]. In all cases, the task is to determine real-world objects or

expressions mentioned in the text. The pivotal difference is that SROIE
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Figure 1.1: Example of document in SROIE

dataset with assigned property-value pair

of (total, 4.90).

and Kleister do not provide an exact location of the target value and its

form as it appeared in the document. The fact that only property-value

pairs assigned to the document are available causes several problems for

sequence labeling models.

Take, for example, the total amount assigned to a receipt in the SROIE

dataset. Suppose there is no exact match for the expected value in the

document, e.g., due to an OCR error, incorrect reading order, or the

use of a different decimal separator. Unfortunately, a sequence labeling

model cannot be applied off the shelf. Authors dealing with property

extraction rely on either manual annotation or the heuristic-based tagging

procedure that impacts the overall end-to-end results [18–23].

Moreover, when receipts with one item listed are considered, the total

amount equals a single item price, which is the source of yet another

problem. Precisely, if there are multiple matches for the value in the

document, it is ambiguous whether to tag all of them, part or none.

Another problem one has to solve is how many detected entities to

return and whether to normalize the output somehow. Consequently,

the authors of Kleister proposed a set of handcrafted rules for the final

selection of the entity values [18]. These and similar rules are either

labor-intensive or prone to errors.

Problems of sequence labeling were discussed in Chapter 7, and we recall

some of them to point out the lack of end-to-end elegance and comfort

of use, resulting from dependency on human-made heuristics and the

requirement of time-consuming rule engineering.

Interestingly, none of the authors dealing with SROIE, Kleister, and

similar problems considered solutions outside the sequence labeling

paradigm, and we were the first to propose such a method. Key Information
Extraction Beyond Sequence Labeling in the title of this thesis refers to using

encoder-decoder models, which potentially solve all of the mentioned

problems. Additionally, it eliminates the need for special treatment of

nested values outlined in Section 1.

Span Identification for Human Assistance

When different media are considered,

the span identification task is equivalent

to the action recognition in temporally

untrimmed videos where one is expected

to provide the start and end times for de-

tected activity.

There are several Natural Language Processing problems framed as Span

Identification. In general, it finds application in assisting humans by

focusing them on highlighted parts of the text.

We have previously mentioned propaganda detection. Another example

is detecting text passages where plagiarism occurred or the location of

toxic spans to assist moderators of news portals.

A go-to approach to identifying such text spans is sequence labeling, but

it is not necessarily optimal, especially when the number of available

training examples is low. Hence, the second pillar of this thesis is Span
Identification Beyond Sequence Labeling.
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From Helping Humans to Helping Models

There are problems involving texts in natural language, for which the vast

amount of input text is redundant. Consider an example of summarizationSummarization is a task of producing a

shorter version of the document that pre-

serves most of the input’s meaning.

where only a part of the sentences is vital to produce an accurate summary.

One may think of them as highlights made by a person reading the paper

in such a way that it is possible to provide a summary using only the

highlighted parts.

Approaches to summarization break into

two main strategies: abstractive and extrac-

tive. The former refers to the techniques

where new sentences are being generated

during the process. In contrast, in the lat-

ter approach, a subset of the words or

sentences in the provided document is

selected and returned as a summary

This reasoning is reflected in two-stage approaches to abstractive sum-

marization with the first stage of content selector made of a sequence

labeler [24–26]. We consider it another case of Span Identification where

highlighted parts of the input are passed to another model.

A disadvantage of this approach is the need to provide annotated ex-

amples of crucial document parts to train a sequence labeling model.

In contrast, Chapter 6 presents an end-to-end trainable mechanism that

learns to select parts of the input depending on the advantage they give on

a downstream task. In this case, it leads to an integrated summarization

model, where loss from the abstractive model generating the summary is

propagated to the extractive Span Identification method that selects cru-

cial parts of the document. This is a conceptual breakthrough compared

to two-stage hybrids that extract and paraphrase in two independent

steps, using modules trained separately.

1.2 Structure and Scope of Thesis

The thesis consists of seven papers focused on either applying sequence

labeling in Natural Language Processing or the proposition of its alter-

native. The former category refers to closely related cases where the

reference method assumes the sequence labeling paradigm.

In particular, we consider problems of span identification and extraction

in the broader sense. Selected works, from whom the majority was

previously published in high-profile venues, were divided into three

parts of Sequence Labeling, Span Identification, and Key Information

Extraction.

Sequence Labeling

Before the emergence of the BERT architecture [27], the problem of

Named Entity Recognition was commonly solved with trained models

for structured prediction, such as LSTM-CRF [28, 29]. Chapter 2 presents

such a system that uses Contextualized String Embeddings as input

features [30].

Although we were able to prepare the best performing system proposed

during the PolEval 2018, the nature of this work is somewhat experimental

as it was limited to the successful application of state-of-the-art methods

developed by other researchers. This particular work was selected to

serve as an example of sequence labeling being successfully applied in

the problem of entity extraction. It was thought of as a reference for

the closely related problem of Key Information Extraction.

PolEval is an evaluation campaign for NLP

tools inspired by SemEval but focused on

the Polish language.

SemEval (from Semantic Evaluation) is a

series of international NLP workshops

aimed at advancing the current state of

the art. The 2020’ edition was collocated

with International Conference on Compu-

tational Linguistics (COLING). Analogously,
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5: The complete justification is avail-

able at https://semeval.github.io/

semeval2020-awards.html.

Chapter 3 was introduced to serve as an example of sequence labeling

successfully applied to the Span Identification problem. It describes the

system able to identify a used propaganda technique given propaganda

text fragment and find specific text fragments containing at least one

propaganda technique.

The proposed method was the best and the second-best for subproblems

considered during the SemEval 2020 competition. Moreover, included

paper received the best paper award due to successfully combining modern
neural models with more traditional machine learning models and methods.5 We

have shown, among others, that it is beneficial to integrate Conditional

Random Field used in early sequence labeling with modern Transformer

models.

Two cases considered within the Sequence Labeling part have a common

characteristic. First of all, evaluation is considered on a location level,

where one is expected to point to a specific part of input where a named

entity or propagandistic formulation was found. Secondly, the number

of training examples is predominantly large. Wherever any of these

conditions do not hold, there is a place for an alternative.

Span Identification

Chapter 4 starts with the introduction of the contract discovery problem

and dataset. Here, legal clauses within long documents are to be located

given from one to five examples of similar clauses in other legal acts.

Practical limitations dictate the number of positive examples available,

i.e., in a typical business case, contract discovery is performed constantly

for different clauses, and it is practically impossible to prepare data

in a number required by a conventional classifier or sequence labeling

model every time.

Hence, we proposed to tackle the problem using nearest neighbor search

over plausible text segmentation and introduced a unified framework

for this branch of methods. It was shown that state-of-the-art pretrained

encoders fail to provide satisfactory results on the task, contrary to the

Language Model-based solutions. The work was approved by reviewers

of the EMNLP 2020 conference and published in its Findigs.

Empirical Methods in Natural Language

Processing (EMNLP) is a leading confer-

ence in the area of NLP. Starting from the

year 2020, it has a new acceptance category

of Findings.

Methods rooted in neural language modeling were further investigated

in Chapter 5 which introduces semantic sub-sequence matching as a

solution for the Span Identification problem.

The work, however, has a much broader impact as we show how to

retrieve any sequential information from an untrimmed stream. We are

the first to propose an algorithm for determining a fragment in a long

temporal sequence similar to the set of shorter sequences that do not rely

on computing an average of examples. The work, originally published

in Expert System with Applications journal, bridges Natural Language

Processing with Information Retrieval and Dynamic Programming.

Chapter 6 describes a novel method of sparsifying attention in the

Transformer model. Although the method was intended as a model

optimization, the link to sequence labeling is strikingly visible when one

notices speed-up is achieved by learning to select the most informative

https://semeval.github.io/semeval2020-awards.html
https://semeval.github.io/semeval2020-awards.html
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and task-specific parts of the input. As outlined in the previous section,

we consider it a particular case of Span Identification.

Preliminary work regarding the trainable top-𝑘 mechanism behind the

method was published at the AAAI 2021 conference, whereas the com-

plete chapter is awaiting completion of ACL Rolling Review. Additionally,

it was presented on non-archival ICML 2021 Workshop on Subset Selec-

tion in Machine Learning.

Key Information Extraction

Chapter 8, previously published at CoNLL 2020 conference, introduces a

multi-property extraction paradigm and WikiReading Recycled dataset.

The idea behind the former is to read a Wikipedia article given a property

name and to infer the associated value from the article.

Subsequently, various Transformer-based architectures were evaluated,

and it was shown that the proposed dual-source model outperforms the

current state-of-the-art by a large margin.

Chapter 7 includes work presented at ICDAR 2021 conference. It ad-

dresses property extraction beyond plain-text documents by introducing

a model that simultaneously learns layout information, visual features,

and textual semantics. The proposed model achieves state-of-the-art

results in extracting information from documents which demand layout

understanding.

Both works within the Key Information Extraction part resort to encoder-

decoder architecture instead of sequence labeling methods. As a result,

the process is simplified, and models can provide values that did not

appear in the article in any form since it is sufficient for it to be inferable

from the content.

Finally, Chapter 9 is an attempt to establish a new way of thinking about

an evaluation of systems in Key Information Extraction and related

problems from the field of Document Understanding.

Importantly, it opts for the procedure that does not prefer any methods

(and sequence labeling in particular), but rather consider the problem in

an end-to-end manner, arguing that only in such a way one can ensure

measurement to which degree manual workers can be supported in their

repetitive tasks, i.e., how the ultimate goal of document understanding

systems is supported in real-world applications.

The article was recently accepted at NeurIPS 2021 conference.

List of Publications

The thesis consists of 8 papers from the years 2018-2021: one published

in a journal, five – in proceedings of international conferences and

workshops, one awaiting review, and one published in proceedings of

national venue.

The complete list of included publications with awarded MEiN points is

presented in the table below. Appendix F contains declarations reporting
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contribution of individual authors. For convenience, the contribution of

the present thesis author is briefly characterized before every chapter.

* equal contribution

Chapter Publication Points

2 Łukasz Borchmann, Andrzej Gretkowski, and

Filip Graliński. “Approaching nested named

entity recognition with parallel LSTM-CRFs”.

In: Proceedings of the PolEval 2018 Workshop.

Ed. by Maciej Ogrodniczuk and Łukasz

Kobyliński. Warszawa: Institute of Computer

Science, Polish Academy of Science, Oct. 19,

2018

–

3 Dawid Jurkiewicz
*
, Łukasz Borchmann

*
, Iz-

abela Kosmala, and Filip Graliński. “Appli-

caAI at SemEval-2020 Task 11: On RoBERTa-

CRF, Span CLS and Whether Self-Training

Helps Them”. In: Proceedings of the Fourteenth
Workshop on Semantic Evaluation. Barcelona

(online): International Committee for Compu-

tational Linguistics, Dec. 2020

0 or 140
† †

Ambiguous valuation. Venues with sep-

arate proceedings, collocated with high-

profile conferences.

4 Łukasz Borchmann, Dawid Wisniewski, An-

drzej Gretkowski, Izabela Kosmala, Dawid Ju-

rkiewicz, Łukasz Szałkiewicz, Gabriela Pałka,

Karol Kaczmarek, Agnieszka Kaliska, and

Filip Graliński. “Contract Discovery: Dataset

and a Few-Shot Semantic Retrieval Challenge

with Competitive Baselines”. In: Findings of
the Association for Computational Linguistics:
EMNLP 2020. Online: Association for Compu-

tational Linguistics, Nov. 2020

140

5 Łukasz Borchmann
*
, Dawid Jurkiewicz

*
, Filip

Graliński, and Tomasz Górecki. “Dynamic

Boundary Time Warping for sub-sequence

matching with few examples”. In: Expert Sys-
tems with Applications 169 (2021)

140

6 Michał Pietruszka, Łukasz Borchmann, and

Łukasz Garncarek. “Sparsifying Transformer

Models with Trainable Representation Pool-

ing”. In: CoRR abs/2009.05169 (2020). arXiv:

2009.05169

—

7 Rafał Powalski
*
, Łukasz Borchmann

*
,

Dawid Jurkiewicz, Tomasz Dwojak, Michał

Pietruszka, and Gabriela Pałka. “Going Full-

TILT Boogie on Document Understanding

with Text-Image-Layout Transformer”. In:

International Conference on Document Analysis
and Recognition (ICDAR). Ed. by Josep Lladós,

Daniel Lopresti, and Seiichi Uchida. In print.

Cham: Springer International Publishing,

2021. isbn: 978-3-030-86331-9

140

https://arxiv.org/abs/2009.05169
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8 Tomasz Dwojak, Michał Pietruszka,

Łukasz Borchmann, Jakub Chłedowski,

and Filip Graliński. “From Dataset Recycling

to Multi-Property Extraction and Beyond”.

In: Proceedings of the 24th Conference on
Computational Natural Language Learning
(CoNLL). 2020

140

9 Łukasz Borchmann
*
, Michał Pietruszka

*
,

Tomasz Stanisławek
*
, Dawid Jurkiewicz,

Michał Turski, Karolina Szyndler, and Filip

Graliński. “DUE: End-to-End Document

Understanding Benchmark”. In: Advances
in Neural Information Processing Systems 34
(NeurIPS 2021). In print. 2021
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Abstract. We present the winning system of this year’s PolEval nested

named entity competition, as well as the justification of handling

the particular problem with multiple models rather than relying on

dedicated architectures.

The description of working out the final solution (parallel LSTM-CRFs

utilizing GloVe and Contextual Word Embeddings) is preceded with

information regarding recent advances in flat and nested named entity

recognition.

Significantly, all the tested solutions were developed on the basis

of open-source implementations, particularly Flair framework, LM-

LSTM-CRF, Layered-LSTM-CRF, and Vowpal Wabbit.

2.1 Introduction

Named entity recognition (or entity identification, entity chunking,

entity extraction) is a task of locating and classifying spans of text

associated with real-world objects, such as person names, organizations,

and locations, as well as with abstract temporal and numerical expressions

(e.g., dates).

Flat Named Entity Recognition

As Young et al. [2] summarize, after decades of machine learning approaches
utilizing shallow models trained on high dimensional and sparse features,∗ came

the time of neural networks based on dense vector representations. It

is also the case for named entity recognition systems, where those

relying on hand-crafted features and domain-specific resources can be

outperformed with simple deep learning frameworks.
†

∗
Cf. eg. [3] for a review of pre-neural solutions.

†
There are, however, also some attempts to incorporate domain-specific knowledge, e.g.,

by injecting it into word embeddings [4, 5].
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Figure 2.1: BiLSTM-CRF architecture [6,

7].

Co myśli Pan Cogito
Input layer

O O O B-
addName

Bi-LSTM layer

CRF layer 

backward
LSTM

forward
LSTM

Table 2.1: Results of selected LSTM-CRF-

based solutions in the CoNLL 2003 NER

task.

Method Span F1

Contextual string embeddings [10] 93.09

Deep contextualized word representations [9] 92.22

Task-aware neural language model [8] 91.71

Classic LSTM-CRF [7] 90.94

Many modern and successful NER solutions follow Huang, Xu, and Yu [6]

and Lample et al. [7] approaching the task with bidirectional LSTM-

CRF architecture, which proved to be a strong candidate for structured

prediction problems.

Table 2.1 presents the results of the selected LSTM-CRF-based solutions

in the CoNLL 2003 NER task. Liu et al. [8] showed that LSTM-CRF

architecture could be empowered by training a character-level language

model at the same time, in addition to the sequence labeling model.

Recent approaches by Peters et al. [9] and Akbik, Blythe, and Vollgraf [10]

use embeddings obtained from internal states of deep language models

pre-trained on a large text corpus. These are expected to capture context-

dependent word semantics.

A common approach is to stack conceptually different embeddings, e.g.,

by concatenating LM’s embeddings with count-based approaches of

obtaining vector representations for words, such as GloVe proposed by

Pennington, Socher, and Manning [11]. According to the distributional

hypothesis, difference of meaning correlates with a difference of distribution [12],

i.e., words sharing context tend to share similar meanings, which is often

perceived as theoretical justification of the former representations.

The current state-of-the-art was established by Akbik, Blythe, and Voll-

graf [10] with contextualized string embeddings stacked with GloVe

embeddings for English and fastText embeddings for German language

[13].

Nested Entity Identification

The methods described above receive particular attention of researchers

and are the basis of related nested named entity recognition systems,

where it is expected that named entities can overlap and contain other
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ul   .    kardynała    Stefana    Wyszyńskiego

surnameforename

persName

geogName

Figure 2.2: Example of nested named en-

tity from the National Corpus of Polish (ul.
kardynała Stefana Wyszyńskiego ’Cardinal

Stefan Wyszyński Street’).

20.4 persName

13.2 persName.forename

13.0 persName.surname

11.8 orgName

8.4 placeName.settlement

8.1 placeName.country

4.7 geogName

4.5 date

1.0 persName.addName

0.9 placeName.region

0.6 time

0.4 placeName.region

0.3 placeName.district

0.1 placeName.bloc

87.4 (in total)
Table 2.2: Entity types and their respective

frequencies (thousands) in 1M subcorpus

of the National Corpus of Polish.

named entities. Figure 2.2 presents an example of such coming from the

National Corpus of Polish [14], namely street name (here classified as

geogName), consisting of a person name (persName), containing forename
and surname.

These were proposed to be handled in multiple ways, whereas many of

them rely on an old paradigm of handcrafted features, such as cascaded

CRF model, constituency parser with constituents for each named entity,

or mention hypergraph model [15]. Recently, however, the problem was

successfully addressed with neural architectures by dynamically stacking

additional flat CRF layers in LSTM-CRF model [16] and learning the

entity hypergraph structure [15].

PolEval Entity Extraction Task

PolEval is an example of nested named entity recognition tasks. Partici-

pants were asked to train their models on 1M subcorpus of the National

Corpus of Polish, consisting of around 87k entities with 14 distinct types

in 86k sentences.

Figure 2.3 presents overlaps of named entities within 1M subcorpus of

the National Corpus of Polish. Values are calculated as frequency of both

labels overlaps to the frequency of vertical label, eg. persName.forename
overlaps with persName whenever the first one is present, but persName
overlaps forename in only 64% of cases it appeared in the training set

(in this case it reflects the fact that all the persName.forename are nested

in corresponding persName but only some of the persNames contain

forename).

In addition to nested named entities, the mentioned dataset contains

a marginal number of non-continuous name entities, such as in gmina
miejska Gdynia ’Gdynia Municipality’ where the single entity is formed

from the first and the last words, with the middle one omitted.

These were intentionally ignored. In general, the tested solutions were

selected with the assumption that the final test set will share a similar

distribution of entity types, overlapping, and related problems.



18 2 Nested Named Entity Recognition

Figure 2.3: Overlaps of named entities

within 1M subcorpus of the National Cor-

pus of Polish. Values calculated as fre-

quency of both labels overlaps to the fre-

quency of vertical label.
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1: https://gonito.net/challenge/

poleval-2018-ner

2.2 Experiments

Subcorpora described in the previous section was divided into a new

train (80k sentences), dev, and tests sets (both ca. 3k sentences) used

to perform an internal evaluation. Span F1 mentioned in the present

section is the result of evaluation on a so-created, local test set, calculated

with the use of GEval tool. After the official results were published, the

submissions described in this paper were uploaded to an open instance

of the Gonito.net platform, where all the readers are encouraged to

compete.
1

Most of the solutions rely on training the separate models per (almost)

non-overlaping entity groups, that is groups guaranteeing that individual

entities within will not collide with each other. Whenever possible, groups

consisted of neighboring entities in order to exploit the potential of linear

CRF chain. Groups distinguished were (cf. Figure 2.3 for justification):

▶ geogName, placeName,
▶ orgName,
▶ persName.addName, persName.forename, persName.surname,
▶ persName,
▶ placeName.bloc, placeName.region, placeName.country, placeName.district,
▶ time, date, placeName.settlement.

This approach excludes the possibility of nesting the same type of named

entity by design, ignoring that eg. half of placeName.region objects have a

lower-level placeName.region inside. The problem was intentionally left for

further exploiting, bearing the expected classes’ popularity and limited

time in mind.

Baseline: Search-Based Structured Prediction

As a baseline, we decided to rely on the search-based structured predic-

tion, an effective algorithm for reducing structured prediction problems

https://gonito.net/challenge/poleval-2018-ner
https://gonito.net/challenge/poleval-2018-ner
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2: https://github.com/JohnLangford/

vowpal_wabbit

3: https://github.com/

LiyuanLucasLiu/LM-LSTM-CRF

4: http://data.statmt.org/ngrams/

raw/

5: https://github.com/

zalandoresearch/flair

to classification problems [17], implemented in the Vowpal Wabbit machine

learning system.
2

Training was performed in 3 passes, with copying fea-

tures from neighboring lines and search history length set to 6, utilizing

the following features:

▶ token length;

▶ whether token contains: uppercase letter, lowercase letter, digits,

punctuation, dash, colon, only digits, only uppercase letters, only

lowercase letters, only punctuation;

▶ if token was found on the predefined list of first names, surnames,

towns, communes, streets, institutions, music bands, geographical

names and countries (sourced from Wikipedia, TERYT database

and Rymut’s dictionary [18]);

▶ character n-grams (ranging from 4 to 6) and distinguished affixes,

▶ rough representation of the token, eg. Aa+ for Adam, A+ for NASA
and 9+#9+ for 20:27 ;

▶ effect of analysis with LanguageTool, namely: length of lemma,

affixes, lemma, morphological tags.

The system described above was able to achieve a span F1 of 0.82 on test

set.

LM-LSTM-CRF

The first neural approach tested was based on LM-LSTM-CRF sequence

labeling tool,
3

implementing the method proposed by Liu et al. [8],

where a character-level language model is trained at the same time, in

addition to the sequence labeling model (note that in this method LM

is not pre-trained on a large corpus, but trained only on the task data,

which is one of the distinguishing features when compared to contextual

string embeddings [10]).

To use the method, GloVe embeddings [11] were trained on a very large,

freely available
4

Common Crawl-based Web corpus of Polish [19]. After

basic filtering, tokenization was performed with toki utility [20] because

it is distributed along with compatible SRX rules mimicking the standard

can be found in the National Corpus of Polish. After postprocessing, the

corpus consisted of 27 354 330 800 tokens, 119 330 367 of which were

unique. Embeddings were generated for all the tokens present in the

PolEval task’s corpora (symmetric, cased, 300 dimensions, 30 iterations,

window size of 15).

The best-performing models of this type were trained for 100 epochs,

with the default settings (except higher dimension of word embeddings

and disabled word embedding fine-tuning), achieving a span F1 of 0.87

on our test set, outperforming baseline by five percentage points.

Contextual String Embeddings

Contextual String Embeddings were proposed by Akbik, Blythe, and

Vollgraf [10], who showed that the internal states of a trained character

language model could be used to create word embeddings able to

outperform the previous state-of-the-art in sequence labeling tasks. The

method was implemented in Flair framework
5

we used for the purposes

https://github.com/JohnLangford/vowpal_wabbit
https://github.com/JohnLangford/vowpal_wabbit
https://github.com/LiyuanLucasLiu/LM-LSTM-CRF
https://github.com/LiyuanLucasLiu/LM-LSTM-CRF
http://data.statmt.org/ngrams/raw/
http://data.statmt.org/ngrams/raw/
https://github.com/zalandoresearch/flair
https://github.com/zalandoresearch/flair
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6: https://github.com/meizhiju/

layered-bilstm-crf

of training the best-performing models.

Forward and backward character-level language models were trained on

1B words corpus of Polish composed in one-third of respective subsamples

from Polish Wikipedia, PolEval’s language modeling task (supposably

the National Corpus of Polish), and Polish Common Crawl. The text

was tokenized using the same pipeline as in the preparation of GloVe

embeddings described above. Subsamples of Wikipedia and PolEval

tasks were selected randomly, whereas those sentences were selected

from Common Crawl, which was characterized by the highest similarity

to PolEval sample, as expressed with cross-entropy [21].

We used exactly the same parameters, settings, and assumptions as

Akbik, Blythe, and Vollgraf [10], achieving the final perplexity of 2.44 for

forward and 2.47 for backward LM.

The final LSTM-CRF sequence labeling models were trained with one

bidirectional LSTM layer and 512 hidden states on 300-dimensional

GloVe embeddings (cf. the previous section), as well as embeddings from

forward and backward LMs with 2048 hidden states. No progress in

terms of span F1 measured on dev set was observed after 30 epochs which

distinguish the method from the LM-LSTM-CRF approach. As expected,

the models outperformed the previous neural solution achieving an F-

score of 0.88 on the internal test set. The submitted models, trained with

our dev set included, performed even better, resulting in an F-measure

of about 0.89.

PolEval nested NER task was evaluated differently, combining weighted

measures calculated for overlap and exact matches, giving a strong

premium for the former. The official final score turned out to be 0.866,

compared to 0.851 for the second best and 0.810 for the third.

Code and models accompanying the paper, which can be used to

reproduce the results are publicly available at https://github.com/

applicaai/poleval-2018.

2.3 Discussion

The described solutions and settings were not the only ones tested, e.g.,

300-dimensional fastText embeddings provided by Grave et al. [22] were

considered, but we found the GloVe ones better suit the task. Moreover,

the Layered-LSTM-CRF
6

was examined, but the results achieved were

disappointing when following the detection order rule proposed by

authors, even when contextual string embeddings were used. It may be

due to the specific character of the attempted dataset, where given two

entity classes, it is unknown which one will appear in inside and which

in outside layers. Since this approach was not sufficiently tested due to

the lack of time, we are not reporting it in detail.

Furthermore, the layered-LSTM inspired method was tested for second-

order LSTM-CRF models whenever it could be beneficial, especially for

persName tag, that should appear outside every, lower-lever classes group

(persName.forename, persName.surname, persName.addName). Including

information about those had no impact on the overall performance

despite substantially affecting learning speed.

https://github.com/meizhiju/layered-bilstm-crf
https://github.com/meizhiju/layered-bilstm-crf
https://github.com/applicaai/poleval-2018
https://github.com/applicaai/poleval-2018
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After the predicted answers were sent, LM training continued until no

progress was observed, achieving the final perplexity of 2.41 for the

forward and 2.46 for the backward model. This encouraged us to test

how it could affect the overall results. However, no improvement of

the sequence labeling model was observed, and the only change was

a steeper learning curve (the same accuracy was achieved after fewer

epochs).
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Abstract. This paper presents the winning system for the propaganda

Technique Classification (TC) task and the second-placed system for

the propaganda Span Identification (SI) task.

The purpose of the TC task was to identify an applied propaganda

technique given propaganda text fragment. The goal of SI task was to

find specific text fragments which contain at least one propaganda

technique. Both of the developed solutions used semi-supervised

learning technique of self-training.

Interestingly, although CRF is barely used with transformer-based

language models, the SI task was approached with RoBERTa-CRF

architecture. An ensemble of RoBERTa-based models was proposed

for the TC task, with one of them making use of Span CLS layers we

introduce in the present paper. In addition to describing the submitted

systems, an impact of architectural decisions and training schemes

is investigated along with remarks regarding training models of the

same or better quality with lower computational budget. Finally, the

results of error analysis are presented.

3.1 Introduction

The idea of fine-grained propaganda detection was introduced by Da San

Martino et al. [2], whose intention was to facilitate research on this topic

by publishing a corpus with detailed annotations of high reliability. There

was a chance to propose NLP systems solving this task automatically as a

part of this year’s SemEval series. It was expected to detect all fragments

of news articles that contain propaganda techniques, and to identify the

exact type of used technique [3].

The authors decided to evaluate Technique Classification (TC) and Span

Identification (SI) tasks separately. The purpose of the TC task was to

identify an applied propaganda technique given the propaganda text

fragment. In contrast, the goal of the SI task was to find specific text
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data
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inference

Silver

RoBERTa (2)

Figure 3.1: Self-training stands for a pro-

cess of training an initial model on manu-

ally annotated dataset first and using it to

further extend train by means of annotat-

ing other dataset automatically.

1: OpenWebText is a project aimed at the

reconstruction of OpenAI’s unreleased

WebText dataset. See: https://github.

com/jcpeterson/openwebtext

fragments that contain at least one propaganda technique. This paper

presents the winning system for the propaganda Technique Classification

task and the second-placed system for the propaganda Span Identification

task.

3.2 Systems Description

Systems proposed for both SI and TC tasks were based on RoBERTa

model [4] with task-specific modifications and training schemes ap-

plied.

The central motif behind our submissions is a commonly used semi-

supervised learning technique of self-training [5–8], sometimes referred

to as incremental semi-supervised training [9] or self-learning [10]. In

general, these terms stand for a process of training an initial model

on a manually annotated dataset first and using it to further extend

the train set by automatically annotating other dataset. Usually, only a

selected subset of auto-annotated data is used, however neither selection

of high-confidence examples nor loss correction for noisy annotations is

performed in our case. This is why it can be considered a simplification

of mainstream approaches—the naïve self-training.

Span Identification

The problem of span identification was treated as a sequence labeling task,

which in the case of Transformer-based language models is often solved

by means of classifying selected sub-tokens (e.g., first BPE of each word

considered) with or without applying LSTM before the classification

layer [11].

Although pre-Transformer sequence labeling solutions exploited CRF

layer in the output [12, 13], this practice was abandoned by the authors of

BERT [11] and subsequent researchers developing the idea of bidirectional

Transformers, with rare exceptions, such as Souza, Nogueira, and Alencar

Lotufo [14] who used BERT-CRF for Portuguese NER. Contrary to the

above, we approached Span Identification task with RoBERTa-CRF

architecture.

The impact of this decision will be discussed in Section 3.3 along with

remarks regarding training models of the same or better quality with

a lower computational budget in an orderly fashion. In contrast, the

following narrative aims at a faithful reflection of the actual way the

model which we used was trained.

Recipe Take one pretrained RoBERTa large model, add CRF layer and

train on original (gold) dataset until progress is no longer achieved with

Viterbi loss, SGD optimizer, and hyperparameters defined in Table 3.1.

Use the best-performing model to annotate random 500k OpenWebText
1

sentences automatically. Train the second model on both original (gold)

dataset and autotagged (silver) one with hyperparameters defined in

Table 3.1. Repeat the procedure two more times with the best model

https://github.com/jcpeterson/openwebtext
https://github.com/jcpeterson/openwebtext


3.2 Systems Description 25

Hparam SI TC

Dropout .1

Attention dropout .1

Max length 256 256

Batch size 8 16

Learning rate 5e-4 2e-5

Number of steps 60k 20k

Learning rate decay –

Weight decay – .01

Momentum .9 –

Optimizer SGD AdamW

Loss Viterbi BCE

Table 3.1: Optimizers and hyperparam-

eters used for both finetuning RoBERTa

and training additional parameters.

Hparam SI TC

Dropout .0

Attention dropout .0

Batch size 16 16

Table 3.2: Hyperparameter overwrites for

self-training.

2: The Transformer we used in our ex-

periment had 3 hidden layers, 4 attention

heads and an intermediate layer of size

512. Note that hidden size depends on

host model, since we are using external

embeddings.

from the previous step, hyperparameters from Table 3.2, and other

OpenWebText sentences.

Note that hyperparameters were indeed not overwritten during the first

self-training iteration. Scores achieved by the best-performing models

were respectively 50.91 (without self-training) and 50.98, 51.45, 52.24 in

consecutive self-training iterations.

Many questions may arise regarding this procedure and the role of

purely random factors. It is not a problem when rather the best score

than its explanation is desired. In a leaderboard-driven exploration,

one can simply conduct a broad set of experiments and choose the

best-performing model without reflection, whether it is a byproduct

of training instability. What actually happened here was investigated

afterward and will be discussed in Section 3.3.

Technique Classification

Transformer-based language models used in the sentence classification

setting assume that representations of special tokens (such as [CLS] or

[BOS]) are passed to the classification layer. Since TC task is aimed at the

classification of spans, it might be beneficial to introduce information

about the text fragment to be classified. We experimented with two

approaches addressing this requirement.

The first assumes an injection of special tokens indicating the beginning

and the end of the text marked as propaganda, such as a sample sentence

before BPE applied appears as:

[BOS] Democrats acted like [BOP] babies [EOP] at the SOTU

[EOS]

In this approach we continue with representation of [BOS], as in the

usual sentence classification task. The second approach is to stack a

small Transformer only on the selected tokens.
2

This one has no own

embeddings apart from the ones for [BOS] but uses the host model’s

representations instead. This technique is roughly equivalent to adding

consecutive layers and masking attention outside the selected span and

will be referred to as Span CLS. Figure 3.2 summarizes differences

between Span CLS and classification using special [BOP] and [EOP]
tokens.
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RoBERTaRoBERTa

[BOS] Tok	1 Tok	N [BOP] Tok	1' Tok	M [EOP] Tok	1" Tok	L... ... ...

... ... ...E[BOS] E1 EME[BOP] E1' E1" EL

... ... ...T[BOS] T1 TMT[BOP] T1' T1" TL

E[EOP]

T[EOP]

EN

TN

Span	label

Left	context Right	contextSpan	to	classify

[BOS] Tok	1 Tok	N Tok	1' Tok	M Tok	1" Tok	L... ... ...

... ... ...E[BOS] E1 EME1' E1" EL

... ... ...T[BOS] T1 TMT1' T1" TL

EN

TN

Span	label

Left	context Right	contextSpan	to	classify

... TMT1'E[BOS]'

... TM★T1★T[BOS]★

Figure 3.2: Comparison of span classification by means of special tokens (left) and in Span CLS approach (right). On the left, special [BOP]
and [EOP] tokens are introduced, and the span is further classified as in the usual Transformer-based sentence classification task. On the

right, an additional, small Transformer is stacked only over the selected tokens. It has no own embeddings apart from one for the [BOS]
token, but uses representations provided by the host model instead.

The initial experiments have shown that underrepresented classes achieve

lower scores. To overcome this problem, we experimented with class-

dependent rescaling applied to binary cross-entropy. In this setting

(further referred to as re-weighting) factor for each class was determined

as its inverse frequency multiplied by the frequency of the most popular

class. The modified loss is equal to:

ℓ (x, y) = − 1

𝑁𝑑

𝑁∑
𝑛=1

𝑑∑
𝑘=1

[
𝑝𝑘𝑦𝑘𝑛 log 𝑥𝑘𝑛 + (1 − 𝑦𝑘𝑛) log(1 − 𝑥𝑘𝑛)

]
𝑝𝑘 =

1

𝑓 𝑘
max(f)

where 𝑁 is the batch size, 𝑛 index denotes nth batch element, 𝑑 is the

number of classes, f stands for a vector of class absolute frequencies

calculated on the train set, x is the output vector from the last sigmoid

layer and y is a vector of multi-hot encoded ground truth labels. Note that

the only difference from the original binary cross entropy for multi-label

classification is the addition of the 𝑝𝑘 class weights.

In addition to the above, a part of the tested models took the use of the

self-training approach. In the case of TC task one had to identify spans

first and then predict their classes to generate silver train set (Figure 3.1).

We reused our best-performing model from SI task to identify spans, and

the TC model trained on ground truth to automatically annotate these

spans.

Regardless of the approach taken, context as broad as possible within

the 256 subword units limit was provided on both sides of the span to

be classified. Note that it was a maximum equal extension of the span

text in both directions, and we did not limit the extension to the sentence

boundaries.

The winning TC model (described in the recipe below) was an ensemble

of three models. Each of them used a different mix of previously described
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3: See e.g., Junczys-Dowmunt et al. [15]

or recent analysis of Dodge et al. [16].

approaches with hyperparameters defined in Table 3.1 for first and second

model, and those from Table 3.2 in case of the third model.

Recipe Add classification layer (described in Figure 3.2 on the left) to

the pretrained RoBERTa large model in order to obtain the first model

and train until no score gain is observed on development set. Train the

second model in the same manner, but this time using the re-weighting.

Combine re-weighting, Span CLS and self-training approaches to get the

third model, and again train until no score improvement on development

set is observed. Finally, ensemble all three models by averaging class

probabilities from their final layers.

As shown later, the approach we took and reported above turned out to

be sub-optimal. An in-depth analysis of this system and a better one is

proposed in Section 3.

3.3 Ablation Studies

Since different random initialization or data order can result in consider-

ably higher scores,
3

models with different random seeds were trained for

the purposes of ablation studies. In the case of the SI task, results were

evaluated on the original development set. In contrast, in the case of TC,

where fewer data points are available, we decided to use cross-validation

instead.

Span Identification

Models with different random seeds were trained for 60K steps with an

evaluation performed every 2K steps. This is equivalent to approximately

30 epochs, and per-epoch validation in a scenario without data generated

during the self-training procedure. Table 3.3 summarizes the best scores

achieved across 10 runs for each configuration.

CRF has a noticeable positive impact on FLC-F1 [3] scores achieved

without self-training in the setting we consider. The presence of the

CRF layer is correlated positively with the score (𝜌 = 0.27, 𝑝 < 0.001).

The difference is significant (𝑝 < 0.001), according to the Kruskal–Wallis

test [17]. Unless said otherwise, all further statistical statements within this

section were confirmed with statistically significant positive Spearman

rank correlation and Kruskal-Wallis test results. Differences in variance

were confirmed using Bartlett’s test [18]. The 0.05 significance level was

assumed.

CRF Self-train FLC-F1 (std, max)

− − 45.2 ± 0.3 45.6
+ − 47.4 ± 0.8 48.2
− + 48.9 ± 0.5 50.2
+ + 49.1 ± 3.0 51.7
+ + (2) 49.7 ± 2.0 51.6
+ + (3) 50.0 ± 1.8 51.8

Table 3.3: Best scores on the dev set

achieved with RoBERTa large model on SI

task. Mean, standard deviation and maxi-

mum across 10 runs with different random

seeds. Numbers in brackets indicate how

many self-training iterations were used.
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Table 3.4: Impact of hypothetical lowering

batch size during self training or enlarging

batch size during initial training, as well

as of enabling or disabling both hidden

and attention dropouts. Change between

means across 10 runs with different ran-

dom seeds.

Batch Dropouts Self-train CRF Δ FLC-F1

16→ 8

.0→ .1
+

− −1.1
+ −1.6

.0
− −0.4
+ −1.1

8→ 16

.1→ .0
−

− −3.9
+ −7.0

.1
− −0.7
+ −1.3

Figure 3.3: Performance of RoBERTa with

and without CRF as a function of percent-

age of train set available. Values above

100% indicate self-training was performed.

Mean FLC-F1 and standard deviation

across 5 runs for each percentage.
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The statistically significant influence of CRF disappears when the self-

training is investigated. In the case of first self-training, regardless of

whether or not CRF was used, a considerable increase in median score

can be observed. Self-trained models with and without the CRF layer,

however, are indistinguishable.

Improvement offered by further self-training iterations is not so evident

but is statistically significant. In particular, they slightly improve mean

scores and decrease variance (see Table 3.3). As it comes to the latter, CRF-

extended models generally have higher variance and scores achieved

across the runs.

Table 3.4 analyzes the importance of using different hyperparameters.

Whereas use of a smaller batch size and dropout is beneficial for the

initial training without noisy data, it negatively impacts the self-training

phase. The most substantial negative impact is observed when dropout

is disabled during training on the small amount of manually annotated

data.

Figure 3.3 illustrates scores achieved by models trained for the same

number of steps on subsets or supersets of manually annotated data.

CRF layer has a positive impact regardless of the percentage of train

set available. Once again, a large variance in scores of CRF-equipped
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# Re-weight Span CLS Self-train Micro-F1 (std)

(1) − − − 71.9 ± 1.5
(2) − − + 71.4 ± 1.4
(3) − + − 72.2 ± 1.3
(4) − + + 71.8 ± 1.7
(5) + − − 71.8 ± 1.6
(6) + − + 70.9 ± 1.7
(7) + + − 72.4 ± 1.5
(8) + + + 71.3 ± 1.5

Table 3.5: Average of 6-fold cross-

validation score on TC task with micro-

averaged F1 metric.

4: It is the number of all subsets with

cardinality greater than one, drawn from

an 8-element set.

Ensemble Micro-F1 (std)

(1) (6) 72.3 ± 1.7

(1) (2) 72.9 ± 1.8

(3) (5) 73.6 ± 1.5

(1) (5) (8) 74.1 ± 1.7

(2) (4) (7) 74.4 ± 1.5

(1) (4) (7) 74.6 ± 1.4

(1) (4) (7) (8) 74.9 ± 1.2

(1) (2) (4) (5) (7) 75.1 ± 1.5

Table 3.6: Average scores achieved with

ensembles of individual models described

in Table 3.5. Micro-averaged F1 metric.

models can be observed, however, it is substantially reduced with the

increase of a batch size. Interestingly, figures suggest the proportion of

automatically annotated data we used might be suboptimal since it was

an equivalent of around 3000% in line with the chart’s convention. One

may hypothesize better scores would be achieved by models trained with

1 : 4 gold to silver proportion.

Technique Classification

6-fold cross-validation was conducted. The results are presented in

Table 3.5. Folds were created by mixing training and development

datasets, then shuffling them and splitting into even folds. Parameters

were set according to Table 3.1 and Table 3.2, whereas experiments were

carried out as follows. Each approach from Table 3.5 was separately

evaluated on each fold using the micro-averaged F1 metric. Then, for each

approach, the average score and the standard deviation were obtained

using six scores from every fold.

Moreover, all the 247 possible ensembles
4

were evaluated in the same

fashion as in experiments from Table 3.5. Table 3.6 shows the perfor-

mance achieved by selected combinations when simple averaging of

the probabilities returned by individual models was used as the final

prediction.

Due to a large number of available results, it is beneficial to conduct a

statistical analysis to formulate remarks regarding the general observed

trends. Each component model of the ensemble was treated as a cat-

egorical variable with respect to the ensemble score. Spearman rank

correlation between the presence of an ensemble component (approaches

from Table 3.5) and achieved scores shows that adding model to the en-

semble correlates with a significant increase in score, except for (6) model

(see Table 3.7). Boxplots from Figure 3.4 lead to the same conclusions.

Re-weighting seems to be beneficial only when ensembled with other

models. An interesting finding is that Span CLS offers a small but

consistent increase of performance both in models from Table 3.5 and

when used in ensembles. Bear in mind, we outperformed the second-

placed team by 𝜀, so an improvement of a point or half is not negligible.

What is most conspicuous, however, is that self-training based solutions

from Table 3.5 seem to be detrimental in the case of TC task. This damaging

effect can be potentially attributed to the fact that automatically generated

data accumulate errors from both Span Identification and Classification.

Another possible explanation is that much fewer data points are available
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Figure 3.4: Impact of adding a particu-

lar model to the ensemble has on mean

scores from different folds. Comparison

of results with and without it present in

tested combination.

(1) (2) (3) (4) (5) (6) (7) (8)
Model

73.0

73.5

74.0

74.5

75.0

Sc
or

e

Yes
No

Table 3.7: Spearman’s 𝜌 between presence

of ensemble component (models from Ta-

ble 3.5) and score achieved by ensemble.

∗
indicate results were not significant, as-

suming 0.05 significance level.

Model (1) (2) (3) (4) (5) (6) (7) (8)

𝝆 .28 .30 .20 .41 .32 .05
∗ .50 .36

for span classification task than for span identification attempted as a

sequence labeling task. The latter would be somehow consistent with

what was found in the field of Neural Machine Translation, where the use

of the back-translation technique in low-resource setting was determined

to be harmful [19].

On the other hand, self-training has a positive, statistically significant

impact on the score when used in ensembles (see Figure 3.4 and Table 3.7).

It is not surprising as the beneficial impact of combining individual

estimates was observed in many disciplines and is known since the times

of Laplace [20].

3.4 Error analysis

In addition to providing an overview of problematic classes, the question

of which shallow features influence score and worsen the results was

addressed. This problem was analyzed in a no-box manner, as proposed

by Graliński et al. [21]. The main idea is to create two dataset subsets

for each feature considered (one for data points with the feature present

and one for data points without the feature), rank subsets by per-item

scores, and use Mann-Whitney rank U [22] to determine whether there

is a non-accidental difference between subsets. A low p-value indicates

that feature reduces the evaluation score of the model.

Span Identification

Since the FLC-F1 metric used in the SI task gives non-zero scores for

partial matches; it is interesting to analyze what was the proportion of

entirely missed (partially identified) spans. Table 3.8 investigates this

question broken down by the propaganda technique used.

Our system was unable to identify one-third of expected spans, whereas

a majority of those correctly identified were the partial matches. The

spans the easiest to identify in the text represented Flag-Waving, Appeal to
fear/prejudice, and Slogans techniques. In contrast, Bandwagon, Doubt, and



3.4 Error analysis 31

Table 3.8: Proportion of partially and fully identified spans (SI task) depending on the propaganda technique used. All the experiments

conducted on the original development set.
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Overall

Identified subsequence 57 56 20 36 50 42 48 40 44 45 26 62 41 41 43

Fully identified % 7 18 0 18 5 6 11 50 25 21 33 7 23 10 23

Not identified 35 25 80 45 44 51 39 9 29 33 40 30 35 48 33

Number of instances 14 44 5 22 18 66 68 87 325 183 145 40 17 29 1063

Feature Count p-value

question expected 21 0.036

dot 36 0.037

quotation 58 0.050

exclamation 15 0.064

and output 14 0.070

Table 3.9: Selected shallow features one

may hypothesize impact evaluation scores

negatively (SI).

the group of {Whataboutism, Strawman, Red Herring} turned out to be the

hardest. The highest proportion of fully identified spans was achieved

for Flag-Waving, Repetition, and Loaded Language. Unfortunately, it is not

possible to investigate precision in this manner, without training separate

models for each label or estimating one-to-one alignments between

output and expected spans.

Further investigation of problematic cases in a paradigm of no-box

debugging with the GEval tool [21] revealed the most worsening features,

that are features whose presence impacts span identification evaluation

metrics negatively (Table 3.9). It seems that our system tends to return

ranges without adjacent punctuation. This is the case of sentences such

as The new CIA Director Haspel, who ‘tortured some folks,’ probably can’t
travel to the EU, where only the quoted text was returned, whereas

annotation assumes it should be returned with apostrophes and commas.

This remark can be used to improve overall results with simple post-

processing slightly. Returned and conjunction refers to the cases where it

connects two propaganda spans. The system frequently returns them as

a single span, contrary to what is expected in the gold standard.

Technique Classification

Figure 3.5 presents the normalized confusion matrix of the submitted

system predictions. Interestingly, there are a few commonly confused

pairs. Appeal to fear/prejudice and Clichés were frequently misclassified as

Loaded Language. Similarly, Causal Oversimplification was often predicted

as Doubt and Black-and-white Fallacy as Appeal to fear/prejudice.

The most worsening features are presented in Table 3.10. One of the

frequent predictors of low accuracy is a comma character present within

the span to be classified. It can probably be attributed to the fact that

its presence is a good indicator of span linguistic complexity. Another

determinant of inefficiency turned out to be a negation—around half
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Figure 3.5: Confusion matrix of the submit-

ted system predictions normalized over

the number of correct labels. Rows repre-

sent the correct labels and columns – the

predicted ones (TC).
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Simplification
Doubt

Minimisation
Flag-Waving
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Repetition
Slogans
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Strawman

.43 .07 .14 .07 .07 .07 .07 .07

.02 .52 .02 .02 .07 .02 .23 .07 .02

.8 .2

.05 .32 .14 .05 .18 .05 .14 .09

.06 .06 .44 .22 .06 .06 .11

.02 .08 .03 .62 .08 .08 .03 .05 .02 .02

.06 .04 .01 .66 .1 .06 .03 .01 .01

.02 .01 .06 .79 .02 .02 .01 .06

.03 .01 .04 .81 .03 .04 .02

.01 .02 .01 .15 .74 .05 .02

.01 .02 .13 .14 .66

.03 .12 .03 .05 .12 .62 .03

.06 .06 .12 .12 .24 .06 .29 .06

.03 .03 .07 .17 .07 .03 .07 .1 .07 .34

Table 3.10: Selected shallow features one

may hypothesize impact evaluation scores

negatively (TC).

Feature Count p-value

comma inside 119 < 0.001

we 15 0.002

this 28 0.007

will 40 0.008

not 62 0.013

exclamation 16 0.014

CIA before 25 < 0.001

according to after 8 < 0.001

quotation before 65 0.004

of the sentences containing word not were misclassified by the system.

Suggested features of a quotation mark before the span and the digram

according to after the span are related to reported or indirect speech. The

explanation of the worsening effect of other features is not as evident

as in the case mentioned above. Moreover, it seems there is no obvious

way of improving the final results with our findings, and a more detailed

analysis might be required.

3.5 Discussion and Summary

The winning system for the propaganda Technique Classification (TC)

task and the second-placed system for the propaganda Span Identification

(SI) task has been described. Both of the developed solutions used a

semi-supervised learning technique of self-training. Although CRF is

barely used with Transformer-based language models, the SI task was

approached with RoBERTa-CRF architecture. An ensemble of RoBERTa-

based models has been proposed for the TC task, with one of them

making use of Span CLS layers we introduce in the present paper.

Analysis conducted afterward can be applied in a rather straightforward
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manner to further improve the scores for both SI and TC tasks. It is

because some of the decisions we have made given lack of or uncertain

information, during the post-hoc inquiry turned out to be sub-optimal.

These include the proportion of data from self-training in the SI task, and

the possibility of providing a better ensemble in the case of TC.

The ablation studies conducted, however, have some limitations. The

same subset of OpenWebText was used in experiments conducted within

one self-training iteration. This means a random seed did not impact

which sentences were used during the first, second, and third self-training

phase, and in each, we were manipulating only the data order. Moreover,

an analysis we reported was limited to few hyperparameter combinations

and no extensive hyperparameter space search was performed. Finally,

only one and a rather simple method of cost-sensitive re-weighting

was tested, and there is a great chance it was sub-optimal. It would be

interesting to investigate other schemes, such as the one proposed by Cui

et al. [23].

The error analysis revealed propaganda techniques commonly confused

in TC task, and the techniques we were unable to detect effectively within

the SI input articles. In addition to providing an overview of problematic

classes, the question of which shallow features influence score and

worsen the results was addressed. A few of these were identified and our

remarks can be used to slightly improve results on SI task with simple

post-processing. This is not the case for TC task, where one is unable to

propose how to improve the final results with our findings.

An interesting future research direction seems to be the application of the

CRF layer and Span CLS to Transformer-based language models when

dealing with other tasks outside the propaganda detection problem.

These may include Named Entity Recognition in the case of RoBERTa-

CRF, and an aspect-based sentiment analysis that can be viewed through

the lens of span classification with Span CLS we proposed.

3.6 Outro

Developed systems were used to identify and classify spans in the present

paper to detect fragments one may suspect to represent one or more

propaganda techniques. Unfortunately for the entertaining value of this

work, none of such were identified by our SI model.
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Abstract. We propose a new shared task of semantic retrieval from

legal texts, in which a so-called contract discovery is to be performed–

where legal clauses are extracted from documents, given a few ex-

amples of similar clauses from other legal acts. The task differs

substantially from conventional NLI and shared tasks on legal in-

formation extraction (e.g., one has to identify text span instead of a

single document, page, or paragraph).

The specification of the proposed task is followed by an evaluation

of multiple solutions within the unified framework proposed for

this branch of methods. It is shown that state-of-the-art pretrained

encoders fail to provide satisfactory results on the task proposed. In

contrast, Language Model-based solutions perform better, especially

when unsupervised fine-tuning is applied. Besides the ablation stud-

ies, we addressed questions regarding detection accuracy for relevant

text fragments depending on the number of examples available.

In addition to the dataset and reference results, LMs specialized in

the legal domain were made publicly available.

4.1 Introduction

Processing of legal contracts requires significant human resources due

to the complexity of documents, the expertise required and the conse-

quences at stake. Therefore, a lot of effort has been made to automate

such tasks in order to limit processing costs–notice that law was one

of the first areas where electronic information retrieval systems were

adopted [2].

Enterprise solutions referred to as contract discovery deal with tasks,

such as ensuring the inclusion of relevant clauses or their retrieval

for further analysis (e.g., risk assessment). Such processes can consist

of a manual definition of a few examples, followed by conventional

information retrieval. This approach was taken recently by Nagpal et al. [3]



40 4 Contract Discovery and Semantic Retrieval with Dense Representations

for the extraction of fairness policies spread across agreements and

administrative regulations.

4.2 Review of Existing Datasets

Table 4.1 summarizes main differences between available challenges.

It is shown that most of the related NLP tasks do not assume span

identification, even those outside the legal domain. Moreover, the few-

shot setting is not popular within the field of NLP yet.

None of existing tasks involving semantic similarity methods, such as

SNLI [4] or multi-genre NLI [4], assume span identification. Instead,

standalone sentences are provided to determine their entailment. It is also

the case of existing shared tasks for legal information extraction, such as

COLIEE [5], where one has to recognize entailment between articles and

queries, as considered in the question answering problem. Obviously,

the tasks aimed at retrieving documents consisting of multiple sentences,

such as TREC legal track [6–8], lack this component.

There are a few NLP tasks where span identification is performed. These

include some of plagiarism detection competitions [9] and recently in-

troduced SemEval task of propaganda techniques detection [10]. When

different media are considered, NLP span identification task is equivalent

to the action recognition in temporally untrimmed videos where one is

expected to provide the start and end times for detected activity. These

include as well as ActivityNet 1.2 and ActivityNet 1.3 challenges [11]. An-

other example is query-by-example spoken term detection, as considered,

e.g., in ALBAYZIN 2018 challenge [12].

In a typical business case of contract discovery one may expect only a

minimal number of examples. The number of available annotations

results from the fact that contract discovery is performed constantly for

different clauses, and it is practically impossible to prepare data in

a number required by a conventional classifier every time. When one

is interested in the few-shot setting, especially querying by multiple

examples, there are no similar shared tasks within the field of NLP. Some

authors however experimented recently with few-shot Named Entity

Recognition [13] or few-shot text classification [14]. The first, however,

involves identification of short spans (from one to few words), whereas

the second does not assume span identification at all.

Table 4.1: Comparison of existing shared

tasks. Most of the related NLP tasks do not

assume Span Identification (SI), even those

outside the legal domain (Legal). Moreover,

the few-shot setting is not popular within

the field of NLP yet.

Task Legal SI Few-shot

COLIEE + − −
SNLI − − −
MultiNLI − − −
TREC Legal Track + − −
Propaganda detection − + −
THUMOS (video) − + +
ActivityNet (video) − + +
ALBAYZIN (audio) − + −
Contract Discovery (ours) + + +
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What is important, existing tasks aimed at recognizing textual entailment

in natural language [4], differ in terms of the domain. This also applies

to a multi-genre NLI [15], since legal texts vary significantly from other

genres. As it will be shown later, methods optimal for MultiNLI do not

perform well on the proposed task.

4.3 New Dataset and Shared Task

In this section, we introduce a new dataset of Contract Discovery, as well

as a derived few-shot semantic retrieval shared task.

Desiderata

We define our desiderata as follows. We wish to construct a dataset for

testing the mechanisms that detect various types of regulations in legal

documents. Such systems should be able to process unstructured text;

that is, no legal documents segmentation into the hierarchy of distinct

(sub)sections is to be given in advance. In other words, we want to

provide natural language streams lacking formal structure, as in most

of the real-word usage scenarios [16]. What is more, it is assumed that a

searched passage can be any part of the document and not necessarily

a complete paragraph, subparagraph, or a clause. Instead, the process

should be considered as a span identification task.

We intend to develop a dataset for identifying spans in a query-by-

example scenario instead of the setting where articles are being returned

as an answer for the question specified in natural language.

We wish to propose using this dataset in a few-shot scenarios, where

one queries the system using multiple examples rather than a single

one. The intended form of the challenge following these requirements is

presented in Figure 4.1. Roughly speaking, the task is to identify spans in

the requested documents (referred to as target documents) representing

clauses analogous (i.e. semantically and functionally equivalent) to the

examples provided in other documents (referred to as seed documents).

Seeds

Target
document

Input
Spans in target document,

representing the same
clause as seed spans

Few spans in sample
documents

Full text to search in

Target spans

Output

Figure 4.1: The aim of this task is to iden-

tify spans in the requested documents (re-

ferred to as target documents) representing

clauses analogous to the spans selected

in other documents (referred to as seed
documents).



42 4 Contract Discovery and Semantic Retrieval with Dense Representations

1: http://www.sec.gov/edgar.shtml

2: http://www.gov.uk/

find-charity-information

Data Collection and Annotation

Random subsets of bond issue prospectuses and non-disclosure agree-

ment documents from the US EDGAR database,
1

as well as annual

reports of charitable organizations from the UK Charity Register
2

were

annotated. Note there are no copyright issues and both datasets belong

to the public domain.

Annotation was performed in such a way that clauses of the same type

were selected (e.g., determining the governing law, merger restrictions,

tax changes call, or reserves policy). Clause types depend on the type

of a legal act and can consist of a single sentence, multiple sentences or

sentence fragments. The exact type of a clause is not important during

the evaluation since no full-featured training is allowed and a set of only

a few sample clauses can be used during execution.The dataset is made publicly available. In

addition, we release a large, cleaned, plain-

text corpus of legal and financial texts for

the purposes of unsupervised model train-

ing or fine-tuning. See: https://github.

com/applicaai/contract-discovery.

We restricted ourselves to 21 types as a result of a trade-off between

annotation cost and the ability to formulate general remarks. Note that

each clause type must be well-understood by the annotator (we described

each very carefully in the instructions), and one must have all of the

considered clauses in mind when the legal acts are being read during

the process. In real-world legal applications, the clauses change in an

everyday manner and depend on the problem analyzed by the layer at

the moment.

Each document was annotated by two experts, and then reviewed (or

resolved) by a super-annotator, who also decided the gold standard. An

average Soft 𝐹1 score (Section 2) of the two primary annotators, when

compared to the gold standard (after the super-annotation), was taken to

estimate human baseline performance of 0.84.

All the available documents of US EDGAR

as for November 19, 2018 were crawled.

The resulting corpus consists of ap-

prox. 1M documents and 2B words in total

(1.5G of text after xz compression).

The inter-annotator agreement was equal to 0.76 in terms of Soft 𝐹1

metric (Section 2). It should be treated as an agreement between two

randomly picked annotations since the total number of annotators was

10 (annotators were aligned randomly to a subset of documents in such

a way that there would be two annotations and super-annotation per

document).

Table 4.2 presents examples of clauses annotated in the sub-group of

Charity Annual Reports documents. The detailed list of clauses and their

examples can be found in Appendix C.

Clause (Instances) Example

Main Objective (195/231) The

main objective of a charitable

organization.

The aim of the Scout Association is to pro-

mote the development of young people in

achieving their full physical, intellectual, so-

cial and spiritual potentials, as individuals,

as responsible citizens and as members of

their local, national and international com-

munities. The method of achieving the Aim of

the Association is by providing an enjoyable

and attractive scheme of progressive training

based on the Scout Promise and Law and

guided by Adult leadership.

http://www.sec.gov/edgar.shtml
http://www.gov.uk/find-charity-information
http://www.gov.uk/find-charity-information
https://github.com/applicaai/contract-discovery
https://github.com/applicaai/contract-discovery
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Statistic

Docs annotated 586

Words per doc 24,284

Clause types 21

Words per clause 110

Clause instances 2,663

Table 4.3: Core statistics regarding the

released dataset.

Governing Document

(160/174) Information about

the legal document which

represents the rule book for

the way in which a charity

operates (title, date of creation

etc.).

The Open University Students Educational

Trust (OUSET) is controlled by its governing

document, a deed of trust, dated 22 May 1982

as amended by a scheme dated 9 October 1992

and constitutes an unincorporated charity.

Trustee Appointment

(153/168) Procedures for

selecting trustees and the

term of office.

As per the governing document, four of the

Trustee positions are appointed by virtue of

their position within the Open University

Students Association (OUSA). One further

position is appointed by virtue of their pre-

vious position within OUSA. One Trustee is

nominated by the Vice Chancellor of the Open

University (OU) and there are co-opted posi-

tions whereby the Trustees are empowered

to approach up to two other persons to act as

Trustees. It is envisaged that all Trustees will

serve a general term of two years in line with

the main election periods within OUSA.

Reserves Policy (170/185)

What are the current financial

reserves of the organization

and how much these reserves

should be as assumed?

The Trustees regularly reviews the amount of

reserves that are required to ensure that they

are adequate to fulfill the charities continuing

obligations.

Income Summary (124/134)

General information on in-

come for the last year, some-

times associated with informa-

tion on expenses.

Excluding the adjustments for FRS17 in re-

spect of Pension Fund the results by way of

net incoming resources accumulated f3.85m

as against E6.78m in 2014, however last years

performance benefited from extraordinary

property sales generating a profit of F3.15m.

Auditor Opinion (190/192)

Summary of the opinion of

an independent auditor or in-

spector, often in the form of a

list of points.

In connection with my examination, no mat-

ter has come to my attention: 1. which gives

me reasonable cause to believe that in any

material respect the requirements to keep

accounting records in accordance with Sec-

tion 130 of the Charities Act; and to prepare

accounts which accord with the accounting

records and comply with the accounting re-

quirements of the Charities Act have not been

met; or 2. to which, in my opinion, attention

should be drawn in order to enable a proper

understanding of the accounts to be reached.

Table 4.2: Clauses annotated in Charity Annual Reports (one of three groups of documents

included in the shared task). The values in parentheses indicate the number of documents

with a particular clause and the total number of clause instances, respectively. More examples

are available in Appendix C.

Core Statistics

More than 2,500 spans were annotated in around 600 documents rep-

resenting either bond issue prospectuses, non-disclosure agreement

documents or annual reports of charitable organizations (the detailed

statistics regarding the dataset are presented in Table 4.3).
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Annotated clauses differ substantially from what can be found in existing

sentence entailment challenges in terms of sentence length and complexity.

SNLI contains less than 1% of sentences longer than 20 words, MultiNLI

5%, whereas in the case of clauses, we expect to return and consider it is

93% (and 77% of all spans in our shared task are longer than 20 words).

Evaluation Framework

Documents were split into halves to form validation and test sets for

the purposes of few-shot semantic retrieval challenge. Evaluation is

performed by means of a repeated random sub-sampling validation

procedure. Sub-samples (𝑘-combinations for each of 21 clauses, 𝑘 ∈ [2, 6])
drawn from a particular set of annotations are split into 𝑘 − 1 seed
documents and 1 target document. Thus, clauses similar to the seed
are expected to be returned from the target. We observed that the

choice of input examples have an immense impact on the score. It is

thus far more important to evaluate various seed configurations that

various target documents. On the other hand, we wanted to keep the

computational cost of evaluation reasonably small, so either the number of

seed configurations had to be reduced or the number of target documents

for each configuration.

The selected 𝑘 interval results in 1-shot to 5-shot learning, considered

to be few-shot learning [17], whereas with the chosen number of sub-

samples we expect improvements of 0.01 𝐹1 to be significant. Note that

the 1–5 range denotes the number of annotated documents available, and

it is possible that the same clause type appeared twice in one document,

resulting in a higher number of clause instances.

Soft 𝐹1 metric on character-level spans is used for the purpose of evalu-

ation, as implemented in GEval tool [18]. Roughly speaking, this is the

conventional 𝐹1 measure, with precision and recall definitions altered to

reflect the partial success of returning entities. In the case of the expected

clause ranging between [1, 4] characters and the answer with ranges

[1, 3] and [10, 15] (the system assumes a clause occurs twice within the

document), recall equals 0.75 (since this is the part of the relevant item

selected) and precision equals ca. 0.33 (since this is the number of selected

characters which turned out to be relevant). The Hungarian algorithm

[19] is employed to solve the problem of expected and returned range

assignments. Soft 𝐹1 has the desired property of being based on the

widely utilized 𝐹1 metric while abandoning the binary nature of the

match, which is undesirable in the case dealt with in the task described.

4.4 Competitive Baselines

Solutions based on networks consuming pairs of sequences, such as

BERT in sentence pair classification task setting [20], are considered

out of the scope since they are suboptimal in terms of performance–

they require expensive encoding of all combinations from the Cartesian

product between seeds and targets, making such solutions unsuitable

for semantic similarity search due to the combinatorial explosion [21].

Because of the aforementioned problem and the fact that conventional
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3: http://github.com/explosion/

spacy-models/releases/tag/en_core_

web_sm-2.1.0

classifiers require much more data than available in a few-shot setting, in

this chapter, we describe 𝑘-NN-based approaches that we propose.

In addition to proposing solution to contract discovery problem, we

intend to answer the following research questions:

▶ Is it possible to detect relevant text fragments using a small number

of positive examples when simple 𝑘-NN methods are considered?

▶ How can models that are trained on data from outside the domain

perform when legal texts are concerned?

▶ What is the impact of unsupervised fine-tuning on documents

from a similar domain?

▶ How does the performance change depending on the method used?

▶ How does the number of positive examples affects the performance?

Processing Pipeline

Evaluated solutions assume pre-encoding of all candidate segments and

can be described within the unified framework consisting of segmenters,

vectorizers, projectors, aggregators, scorers, and choosers ordered in a

pipeline of transformations.

Segmenter is used to split a text into candidate sub-sequences to be

encoded and considered in further steps. All the described solutions

rely on a candidate sentence and n-grams of sentences, determined

with the spaCy CNN model trained on OntoNotes.
3 Vectorizer produces

vector representations of texts on either word, sub-word, or segment

(e.g., sentence) level. In our case, vectorization was based on TF-IDF

representations, static word embeddings, and neural sentence encoders.

Projector projects embeddings into a different space (e.g., decomposition

methods such as PCA or ICA). Aggregator has the capability to use

word or sub-word unit embeddings to create a segment embedding

(e.g., embedding mean, inverse frequency weighting, autoencoder). Scorer
compares two or more embeddings and returns computed similarities.

Since we often compare multiple seed embeddings with one embedding

of a candidate segment, a scorer includes policies to aggregate scores

obtained for multiple seeds into the final candidate score (e.g., mean of

individual cosine similarities or max-pooling over Word Mover Distances).

Chooser determines whether to return a candidate segment with a given

score (e.g., threshold, one best per document, or a combination thereof).

For the sake of simplicity, during the evaluation, we restricted ourselves

to the chooser returning only one, the most similar candidate. It is not

optimal (because multiple might be expected), but we consider this

setting a good reference for further methods.

The proposed taxonomy is consistent with the assumptions made by

Gillick et al. [22]. It is presented in order to highlight the similarities and

differences between particular solutions when they are introduced and

compared within the ablation studies later in this paper. The next section

describes vectorizers, aggregators, and scorers used for evaluation.

http://github.com/explosion/spacy-models/releases/tag/en_core_web_sm-2.1.0
http://github.com/explosion/spacy-models/releases/tag/en_core_web_sm-2.1.0
http://github.com/explosion/spacy-models/releases/tag/en_core_web_sm-2.1.0
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Vectorizers

We intend to provide results of TF-IDF representations, as well as two

methods that may be considered the state of the art of sentence embedding.

The latter include Universal Sentence Encoder (USE) and Sentence-BERT.

USE is a Transformer-based encoder, where an element-wise sum of word

representations is treated as a sentence embedding [23], trained with the

multi-task objective. Sentence-BERT is a modification of the pretrained

BERT network, utilizing Siamese and triplet network structures to derive

sentence embeddings, trained with the explicit objective of making them

comparable with cosine similarity [21]. In both cases the original models

released by the authors were used for the purposes of evaluation.

In addition, multiple contextual embeddings from Transformer-based

language models, as well as static (context-less) GloVe word embeddings

were tested [24]. Many approaches to generating context-dependent

vector representations have been proposed in recent years [25, 26]. One

important advantage over static embeddings is the fact that every occur-

rence of the same word is assigned a different embedding vector based

on the context in which the word is used. Thus, it is much easier to

address issues arising from pretrained static embeddings (e.g., taking

into consideration polysemy of words). For the purposes of evaluation,

we relied on Transformer-based models provided by authors of particu-

lar architectures, utilizing the Transformers library [27]. These include

BERT [28], GPT-1 [29], GPT-2 [30], and RoBERTa [31]. They differ sub-

stantially and introduce many innovations, though they are all based on

either the encoder or the decoder from the original model proposed for

sequence-to-sequence problems [26]. Selected models were fine-tuned

on using the next word prediction task on the Edgar corpus we release

and re-evaluated.

Aggregators

In addition to conceptually simple methods such as average or max-

polling operations, multiple solutions to utilizing word embeddings for

comparing documents can be used. In addition to embeddings mean

we evaluated the Smooth Inverse Frequency (SIF), Word Mover’s Distance
(WMD) and Discrete Cosine Transform (DCT).

SIF is a method proposed by Arora et al. [32], where a representation

of a document is obtained in two steps. First, each word embedding is

weighted by 𝑎/(𝑎+ 𝑓𝑟), where 𝑓𝑟 stands for the underlying word’s relative

frequency, and 𝑎 is the weight parameter. Then, the projections on the

first tSVD-calculated principal component are subtracted, providing final

representations.

WMD is a method of calculating a similarity between documents. For two

documents, embeddings calculated for each word (e.g., with GloVe) are

matched between documents, so that semantically similar pairs of words

between documents are detected. This matching procedure generally

leads to better results than simply averaging over embeddings for docu-

ments and calculating similarity between centers of mass of documents

as their similarity [33]. Recently, Zhao et al. [34] showed it might be

beneficial to use the method with contextual word embeddings.
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DCT is a way to generate document-level representations in an order-

preserving manner, adapted from image compression to NLP by Almar-

wani et al. [35]. After mapping an input sequence of real numbers to the

coefficients of orthogonal cosine basis functions, low-order coefficients

can be used as document embeddings, outperforming vector averaging

on most tasks, as shown by the authors.

Results

Table 4.4 recapitulates the most important results of the completed

evaluation.

Sentence-BERT and Universal Sentence Encoder could not outperform

the simple TF-IDF approach, especially when SVD decomposition was

applied (the setting commonly referred to as Latent Semantic Analysis).

Static word embeddings with SIF weighting performed similarly to TF-

IDF, or better, provided they were trained on a legal text corpus rather

than on general English. It could not be clearly confirmed whether the

use of WMD or DCT is beneficial. For the latter, the best results were

achieved with 𝑐0
, which in the case of the 𝑘-NN algorithm leads to the

same answers as mean-pooling and thus is not reported in the table. In

case of 𝑐0:𝑛
where 𝑛 > 0 constant decrease of 𝑘-NN methods performance

was observed (Appendix B).

Interestingly, from all the released USE models, the multilingual ones

performed best — for the monolingual universal-sentence-encoder-large
model, scores were ten percentage points lower. The best Sentence-BERT

model performed significantly worse than the best USE—note that the

authors of Sentence-BERT compared it to monolingual models released

earlier, which they indeed outperform. Moreover, Sentence-BERT does not

perform better than BERT trained with whole word masking, although

there is no Sentence-BERT equivalent of this model available so far.

In cases of averaging (sub)word embeddings from the last layer of neural

Language Models, the results were either comparable or inferior to

TF-IDF. The best-performing language models were GPT-1 and GPT-2.

Fine-tuning of these on a subsample of a legal text corpus improved the

results significantly, by a factor of 3–7 points. LMs seem to benefit neither

from SIF nor from the removal of a single common component; their

performance can, however, be mildly improved with a conventionally

used decomposition, such as ICA [36].

Substantial improvement can be achieved by considering segments

different from a single sentence, such as n-grams of sentences (meaning

that any contiguous sequence of up to 𝑛 sentences from a given text was

scored and could be returned as a result).

Figure 4.2 presents how the performance of particular methods changes

as a function of the number of example documents available within the

simple similarity averaging scheme used in all the presented solutions.

In general, the methods benefit substantially from the availability of

a second example. A bigger number leads to a decreased variance but

yields no improvement in the median score.
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Table 4.4: Selected results when returning a single, most similar segment, determined with given segmenters, vectorizers, projectors, scorers

and aggregators. The ★ symbol indicates only the best models from each architecture are presented here (results for the remaining ones are

available in Appendix B).

Segmenter Vectorizer Projector Scorer Aggregator Soft 𝑭1

sentence TF-IDF (1–2 grams, binary TF term) — mean cosine — 0.38

tSVD (500)
a

mean cosine — 0.39

sentence GloVe (300d, Wikipedia & Gigaword) — mean cosine mean 0.34

— mean WMD — 0.35

SIF SVD
b

mean cosine SIF 0.37

sentence GloVe (300d, EDGAR) — mean cosine mean 0.36

— mean WMD — 0.35

SIF tSVD mean cosine SIF 0.41

sentence Sentence-BERT (base-nli-stsb-mean ★) — mean cosine mean 0.32

sentence USE (multilingual ★) — mean cosine — 0.38

sentence BERT, last layer (large-uncased-whole. . .★) — mean cosine mean 0.35

sentence GPT-1, last layer — mean cosine mean 0.36

sentence GPT-2, last layer (large ★) — mean cosine mean 0.41

sentence RoBERTa, last layer (large ★) — mean cosine mean 0.31

sentence GPT-1, last layer (fine-tuned) — mean cosine mean 0.43

sentence GPT-1, last layer (fine-tuned) fICA (500) mean cosine mean 0.44

sentence GPT-2, last layer (large, fine-tuned) — mean cosine mean 0.44

sentence GPT-2, last layer (large, fine-tuned) fICA (400) mean cosine mean 0.45

1–3 sen. GPT-1, last layer (fine-tuned) mean cosine mean 0.47

1–3 sen. GPT-1, last layer (fine-tuned) fICA (500) mean cosine mean 0.49

1–3 sen. GPT-2, last layer (large, fine-tuned) mean cosine mean 0.46

1–3 sen. GPT-2, last layer (large, fine-tuned) fICA (400) mean cosine mean 0.51

human 0.84

a
TF-IDF with truncated SVD decomposition is commonly referred to as Latent Semantic Analysis [37].

b
SVD in SIF method is used to perform removal of single common component [32].

Figure 4.2: Performance as a function of

the number of example documents avail-

able (solutions based on LMs). The meth-

ods benefit substantially from availability

of a second example document and a big-

ger number leads to a decreased variance.
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4.5 Discussion

The brief evaluation presented in the previous section has multiple

limitations. First, it assumed retrieval of a single, most similar segment,

whereas it appears that multiple clauses might be returned instead.

However, we consider this restriction justifiable during a preliminary

comparison of applicable methods. Multiple alternative selectors may be

proposed in the future.

Secondly, all the evaluated methods assume scoring with the policy of

averaging individual similarities. We encourage readers to experiment

with different pooling methods or meta-learning strategies. Moreover,

even the LM-based methods we had studied the most can be further

studied in the proposed shared task. For example, only embeddings from

the last layer were evaluated, even though it is possible that the higher

layers may capture semantics better.

Finally, it is in principle possible to address the task in entirely different

ways, for example, by performing neither segmentation nor aggregation

of word embeddings at all, but by matching clauses on the word level

instead, which may be an interesting direction for further research. We

decided to take the most common and straightforward way, due to fact

performed evaluations are to serve as baselines for other methods.

4.6 Summary

We have introduced a new shared task of semantic retrieval from legal

texts, which differs substantially from conventional NLI. It is heavily

inspired by enterprise solutions referred to as contract discovery, focused

on ensuring the inclusion of relevant clauses or their retrieval for further

analysis. The main distinguishing characteristic of Contract Discovery

shared task is conceptual, since:

▶ Candidate sequences are being mined from real texts. It is assumed

span identification should be performed (systems should be able

to return any document substring without any segmentation given

in advance).

▶ It is suited for few-shot methods, filling the gap between conven-

tional sentence classification and NLI tasks based on sentence

pairs.

For the purposes of providing competitive baselines, we considered the

problem stated in an end-to-end manner, where the nearest neighbor

search is performed on document representations. With this assumption,

the main issue was to obtain representations of text fragments, which

we referred to as segments. The description of the task was followed

by the evaluation of multiple 𝑘-NN-based solutions within the unified

framework, which may be used to describe future solutions. Moreover,

a practical justification for handling the problem with 𝑘-NN was briefly

introduced.

It has been shown that in this particular setting, pretrained, universal
encoders fail to provide satisfactory results. One may suspect that this is

a result of the difference between the domain they were trained on and
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the legal domain. During the evaluation, solutions based on the Language

Models performed well, especially when unsupervised fine-tuning was

applied. In addition to the aforementioned ability to fine-tune the method

on legal texts, the most important indicator of success so far has been the

involvement of multiple, sometimes overlapping substrings instead of

sentences. Moreover, it has been demonstrated that the methods benefit

substantially from the availability of a second example, and the presence

of more leads to a decrease in variance, even when a simple similarity

averaging scheme is applied.

The discussion regarding the presented methods and their limitations

briefly outlined possible measures towards improving the baseline meth-

ods. In addition to the dataset and reference results, legal-specialized LMs

have been made released to assist the research community in performing

further experiments.
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Abstract. The paper presents a novel method of finding a fragment in

a long temporal sequence similar to the set of shorter sequences. We

are the first to propose an algorithm for such a search that does not rely

on computing the average sequence from query examples. Instead,

we use query examples as is, utilizing all of them simultaneously.

The introduced method based on the Dynamic Time Warping (DTW)

technique is suited explicitly for few-shot query-by-example retrieval

tasks. We evaluate it on two different few-shot problems from the

field of Natural Language Processing. The results show it either out-

performs baselines and previous approaches or achieves comparable

results when a low number of examples is available.

5.1 Introduction

This work bridges Information Retrieval, Natural Language Processing,

Dynamic Programming, and Machine Learning, introducing a novel

approach to identifying text spans with semantic matching. Although

the method can retrieve any sequential information from an untrimmed

stream, this paper demonstrates application to diverse problems involving

text in natural language. Appendix B features notation used in the

present chapter.

Let us start by observing that a substantial proportion of retrieval,

detection, and sequence labeling tasks can be solved using sub-sequence

matching. However, so far, no mainstream methods tackle the problem

this way.

Consider the case of Named Entity Recognition (also referred to as entity

identification, entity chunking or entity extraction, NER) – a task of

locating and classifying spans of text associated with real-world objects,

such as person names, organizations, and locations, as well as with

abstract temporal and numerical expressions such as dates [2–4].

The problem is commonly solved with trained models for structured

prediction [5, 6]. In contrast, we propose to solve it in a previously

not recognized way: to use word embeddings (see Section 5) directly,

performing semantic sub-sequence matching. In other words, determine

a sentence span similar to named entities provided in the train set, with no
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Sequence	

Sequence	Sequence	

Sequence	...

Figure 5.1: The problem considered is to align multiple sequences (here X1, X2, X3) optimally within the target sequence Y, assuming all

have to be matched to the same sub-sequence of Y. Optimal alignment is one that minimizes the cost over all possible alignments. An

example from Natural Language Processing is to locate a named entity within the sentence, given a few examples of other named entities.

training required beforehand. In some cases, for instance, when few-shot

scenarios are considered (where only a few examples are available), this

approach may be beneficial (problem was investigated in Section 7).

Other examples can be found in the field of Information Retrieval (IR).

When text documents are considered, the typical IR scenario is a provision

of ranked search results for a given text query entered by a user. Search

results can be either full documents or spans of texts, and each of the

mentioned scenarios poses different challenges [7].

Many modern approaches to Information Retrieval rely on a straightfor-

ward comparison of dense embeddings representing query documents

and candidate documents, determining optimal results using 𝑘-nearest

neighbor search [8–12]. When such end-to-end retrieval systems are

considered, the main question becomes how to determine reliable repre-

sentations of documents [13].

To take the approach to Information Retrieval described above, one has

to already know the boundaries of units to be returned, e.g., assume

sentences or paragraphs should be considered as possible results. A more

challenging problem arises when we do not search for a predefined text

fragment (e.g., entire document or whole sentence) but are expected to

return any possible and adequate sub-sequence in a document (e.g., few

sentences, several words, or even one word). This is the case for many

real-world scenarios, where documents lack accessible formal structure,

and one is expected to determine spans in natural language streams [14,

15]. Take an example of a lawyer or researcher searching for crucial parts

of legal documents to determine whether they contain fairness policies

and how these policies look like [16].

As shown later, it is possible to tackle the problem with a proper sub-

sequence matching strategy, which can incorporate all given examples to

retrieve suitable text span (Section 5.6).

We solve the problems stated above with unconventionally used Dynamic

Programming algorithms and propose their modifications. In particular,

the well-known DTW Barycenter Averaging heuristic is evaluated in a new

scenario, where word embeddings are used to determine document spans.

More importantly, a new sub-sequence matching method is introduced,

performing a search by multiple examples simultaneously. This matching

method maximizes gain from the availability of a few semantically similar

text span examples. Because of the relation of the newly introduced

method to the Dynamic Time Warping algorithm, it is referred to as the

Dynamic Boundary Time Warping (DBTW).
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5.2 Related Works

Dynamic Boundary Time Warping with maximum distance limit can

be considered a binary non-parametric classifier [17] over all possible

document sub-sequences because it determines which of them represents

the same class as positive examples. In such a sense, its application to

few-shot semantic retrieval is related to the widely studied problem of

one- and few-shot learning [18–22]. However, these approaches are not

directly comparable because, in contrast to DBTW, knowledge obtained

during training for previous categories is used.

Many time-series mining problems require subsequence similarity search

as a subroutine. While this can be performed with any distance measure,

and dozens of distance measures have been proposed in the last years,

there is increasing evidence that DTW is the best measure across a wide

range of domains [23]. Subsequence DTW (S-DTW) is a variant of

the DTW technique [24], which is designed to find multiple similar

subsequences between two templates. One of the most cited methods is

SPRING [25], where a query time series is searched in a larger streaming

time series. Examples of subsequence matching applications are sensor

network monitoring [25], spoken keyword spotting [26], sensor-based

gait analysis [27], acoustic [28], motion capture [29], or human action

recognition in video [30]. Additionally, to speed up computations, some

hardware implementations of S-DTW-based algorithms were proposed,

using GPUs and FPGAs [31–33]. Further optimizations could be achieved,

e.g., by learning a kernel approximating DTW [34] or replacing DTW

with PrunedDTW [35], an exact algorithm for speeding up DTW matrix

calculation.

There have been a few attempts to utilize Dynamic Time Warping in

Natural Language Processing. Matuschek et al. [36] explored the earlier

idea of Ratanamahatan [37] to treat texts as bit streams for the purposes

of measuring text similarity. Liu et al. [38] utilized DTW with WordNet-

based word similarity to decide the semantic similarity of sentences.

Zhu et al. [39] used DTW with word embeddings distances to determine

the similarity between paragraphs of text to decide the similarity between

whole documents. Although sub-sequence DTW was successfully applied

to query-by-example tasks of spoken term detection [40, 41], to the best

of our knowledge, we are the first to apply it to plain-text query-by-

example tasks. Moreover, we are unaware of any existing adaptations of

sub-sequence DTW for querying by multiple examples simultaneously.

5.3 Problem Statement

The general problem considered is to align multiple sequences of possibly

different lengths from the set 𝕊 optimally within some target sequence

Y, assuming all have to be matched to the same sub-sequence of Y (see

Figure 5.1).

The total cost of alignment between sequences from 𝕊 and sub-sequence

of the Y sequence is the sum of distances between all pairs of matched

elements. Distance between two elements is some domain-specific mea-

sure, such as the absolute difference between scalars associated with
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Figure 5.2: The DBTW matching using

the semantic distance between word em-

beddings applied to the Named Entity

Recognition problem. Here, the three ex-

amples of time expressions were matched

to the Friday morning sub-sequence.

(...) on   Friday morning   he had few kind words for President Bush 's economic policy - makingFriday morning

last night eight fifty in the morning

three in the afternoon

0 10 20
0 10

0

10

Figure 5.3: DTW between two time se-

ries and the optimal alignment path. The

dashed line connects elements aligned be-

tween up and down time series. The plot

on the right depicts which time step was

aligned to which, with each off-diagonal

move indicating warping.

these elements. Optimal alignment is one that finds such sub-sequence

of Y that the cost of aligning all 𝕊 within this sub-sequence is minimized

over all possible sub-sequences of Y. Sections 5.4 and 1 provide a formal

definition of the mentioned objective under additional requirements of

monotonicity and continuity.

An example real-word problem from Natural Language Processing

is Named Entity Recognition, which may be considered under this

paradigm, when one has to locate a named entity within the sentence,

given a few examples of other named entities (Figure 5.2). Another

case is semantic retrieval of legal clauses from unstructured documents,

given examples of clauses covering the same topic of interest from other

documents.

Note that the problem mentioned above is a generalization of every

problem previously considered as a sub-sequence matching to the cases

when multiple examples are available instead of a single one. Problems

outside the NLP to be considered under this framework include spoken

term detection or temporal activity detection in continuous, untrimmed

video streams, which resembles the mentioned approach to semantic

retrieval if one realizes it is in principle possible to perform sub-sequence

matching on video frames.

5.4 Dynamic Time Warping

Let us start with an introduction of a widely used Dynamic Time Warping

algorithm since evaluated methods either directly use one of its variants

or propose its generalization to multiple alignment scenarios. DTW is a

classical and well-established distance measure well suited to the task of

comparing time series [42] and was proposed by Vintsyuk [43].

In general, DTW is based on the calculation of an optimal match between

two given sequences, assuming one sequence is a time-warped version

of another, that is, the target sequence is either stretched (one-to-many

alignment), condensed (many-to-one alignment), or not warped (one-

to-one alignment) concerning the source sequence (Figure 5.3). The

optimal match is the one with the lowest cost computed as the sum of

(predominantly Euclidean) distances for each matched pair of points.

Algorithm

Classic DTW algorithm compares sequences assuming the first elements,

and the last elements in both sequences are to be matched. In the case of

natural language, this means that given two sentences (or documents),

in every case, the first words of these will be linked with each other, as

well as the last words. Although this variant is of no use in problems we
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Figure 5.4: The problem of determining

the optimal match between sequences con-

sidered on 𝑛 × 𝑚 unit grid.

1: In Section 5 we propose a local cost

measure specifically tailored for problems

in the NLP field.

consider in the present paper (see Section 5.1), there is a need to introduce

it before going further.

The process of determining the optimal match between two time-

dependent sequences X B (𝑥1 ,· · · , 𝑥𝑛) and Y B (𝑦1 ,· · · , 𝑦𝑚) (where

𝑥1 ,· · · , 𝑥𝑛 , 𝑦1 ,· · · , 𝑦𝑚 are domain-specific objects, e.g., word embeddings)

can be conducted on the 𝑛 × 𝑚 unit grid (Figure 5.4). The path through

the grid 𝑝 = (𝑝1 ,· · · , 𝑝𝑠 ,· · · , 𝑝𝑘) where 𝑝𝑠 = (𝑖𝑠 , 𝑗𝑠) is referred to as the

warping path, whereas the total cost of the warping path 𝑝 between X

and Y is given by the sum of the local cost measures for the underlying

grid nodes:

C𝑝(X,Y) B
𝑘∑
𝑠=1

𝑐(𝑥𝑖𝑠 , 𝑦𝑗𝑠 ).

where 𝑐 is a local cost measure as defined by Muller [24].
1

It can be further normalized with division by 𝑛 + 𝑚, leading to the

time-normalized cost.

Let ℙ denote an exponentially explosive set of all possible warping paths

through the grid. The Dynamic Time Warping algorithm determines the

best alignment path (optimal warping path)

𝑝∗ = arg min

𝑝∈ℙ
(C𝑝(X,Y))

in O(𝑛𝑚) time, assuming:

▶ the alignment path has to start at the bottom left of the grid (𝑖1 = 1

and 𝑗1 = 1), that is the first points in both sequences are matched,

▶ monotonicity (𝑖𝑠−1 ≤ 𝑖𝑠 and 𝑗𝑠−1 ≤ 𝑗𝑠), that is moves to the left

(back in time) on the grid are not allowed,

▶ continuity (𝑖𝑠 − 𝑖𝑠−1 ≤ 1 and 𝑗𝑠 − 𝑗𝑠−1 ≤ 1) that is no node on a path

can be skipped,

▶ the alignment path ends at the top right of the grid (𝑖𝑘 = 𝑛 and

𝑗𝑘 = 𝑚), that is the last points in both sequences are matched,

▶ optional conditions regarding the warping window or slope con-

straint that can be applied in order to improve performance [44].

Let 𝐷 denote the 𝑛 × 𝑚 matrix referred to as the accumulated cost matrix.

The problem stated can be solved with the following initial conditions:

𝐷𝑖 ,1 B
𝑛∑
𝑖=1

𝑐(𝑥𝑖 , 𝑦1), for 𝑖 ∈ {1,· · · , 𝑛},

𝐷1, 𝑗 B
𝑚∑
𝑗=1

𝑐(𝑥1 , 𝑦𝑗), for 𝑗 ∈ {1,· · · , 𝑚}.
(5.1)

and the following dynamic programming equation, calculated recursively

in ascending order:

𝐷𝑖 , 𝑗 B 𝑐(𝑥𝑖 , 𝑦𝑗) +min


𝐷𝑖 , 𝑗−1 ,

𝐷𝑖−1, 𝑗−1 ,

𝐷𝑖−1, 𝑗 .
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Figure 5.5: The problem of determining

the optimal match between sequences

X1 ,X2 ,Y considered on the rectangular

cuboid. Computing the optimal match

would have O(𝑛1𝑛2𝑚) time complexity.

2: When SP-score is considered, optimal

alignment is one that minimizes the value

over all possible alignments [46].

The value of 𝐷𝑛,𝑚 (accumulated cost after reaching the top-right of the

grid) is the total cost of the best alignment path:

DTW(X,Y) B C𝑝∗(X,Y).

Sub-sequence DTW

Mining scenarios considered in the introduction (such as Named Entity

Recognition or Information Retrieval from untrimmed text streams)

require slightly different behavior, offered by DTW operating on sub-

sequences. It was initially introduced for problems such as the detection

of spoken terms in audio recording.

In the case of sub-sequence DTW, the constraints on admissible paths

are relaxed. Boundary conditions 𝑗1 = 1 and 𝑗𝑘 = 𝑚 are withdrawn, so

the remaining 𝑖1 = 1 and 𝑖𝑘 = 𝑛 guarantee that the shorter sequence

Xwill be matched entirely within Y, but not necessarily starting from

the beginning of Y (and not obligatorily ending at the end of it). This

behavior is achieved by a modification of the initial conditions described

by Equation (5.1). Before recursively calculating the remaining values of

𝐷 the first row and first column, are being set to [24]:

𝐷𝑖 ,1 B
𝑛∑
𝑖=1

𝑐(𝑥𝑖 , 𝑦1), for 𝑖 ∈ {1,· · · , 𝑛},

𝐷1, 𝑗 B 𝑐(𝑥1 , 𝑦𝑗), for 𝑗 ∈ {1,· · · , 𝑚}.
(5.2)

Minimal value from the𝑚th row of𝐷 is the total cost of the best alignment

path sDTW(X,Y), whereas its index points to the 𝑖𝑘 .

Multi-sequence DTW

What if one has to determine a single sub-sequence warping path for

a set of short sequences? This is the case we want to consider in the

present paper because this applies to few-shot semantic retrieval tasks

and Named Entity Recognition. For example, it is expected to align

multiple sub-sequences (named entities from train set) optimally within

the target sequence (sentence or document to detect new named entities

in).

Exact Solution

Unfortunately, it is impossible to provide an exact solution due to practical

reasons resulting from computational complexity.

As shown by Wang [45], multiple sequence alignment with the sum of
all pairs score

2
is an NP-complete problem. In particular, the problem

of aligning ℎ sequences can be solved by applying DTW on the ℎ-

dimensional cuboid (see Figure 5.5). Assuming sequences are of the

lengths 𝑛1 ,· · · , 𝑛ℎ , the algorithm would take Θ(∏ℎ
𝑙=1
𝑛𝑙) operations and

would require an exponential space, meaning that calculating it for larger

ℎ is not possible in most cases [47].
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3: We mean DTW associations like in the

Figure 5.1. For example 𝑦6 from Figure 5.1

is associated with 4 sequence’s members

𝑥1 , 𝑥2 from 𝑋1, 𝑥1 from 𝑋2 and 𝑥1 from

𝑋3. Analogously 𝑧1 from Z could also be

associated with sequence’s members from

each X ∈ 𝕊.

4: For simplicity we omitted constraint on

a number of maximum iterations criterion

in Algorithm 1.

Barycenter Averaging

A reference heuristic for aligning multiple sub-sequences within the target

sequence relies on the construction of an average, consensus sequence,

representative for a given set of sentences. The term consensus sequence
refers to a sequence which represents the most commonly encountered

pattern in the set of sequences [48]. To approximate the optimal solution

to the problem with multiple sequences, one can compute sub-sequence

DTW between such consensus sequence and target sequence.

Petitjean [47] proposed the DTW Barycenter Averaging (DBA), the method

for constructing consensus sequence inspired by computational biology.

According to the authors, it builds an average sequence around significant
states of the data, which is truly representative of the underlying phenomenon.

The algorithm assumes the iterative computation of an averaged sequence

(See lines 2-7 from Algorithm 1). LetZ= (𝑧1 ,· · · , 𝑧𝑞)denote the consensus

sequence at the current iteration. First, the initial Z is set (e.g., as

a randomly selected element of 𝕊). Then, during each iteration:

▶ for each X ∈ 𝕊, DTW(X,Z) is calculated and underlying associa-

tions
3

resulting from the optimal warping path are stored,

▶ Z is updated as an average of the associated sequence’s members,

e.g., word embeddings.

During this process, the initial averaging is being refined since the new

Z is closer to the sequences it averages concerning the total cost. The

process finishes when a new consensus sequence Z𝑛𝑒𝑤 is almost equal to

the previous consensus sequence Z𝑜𝑙𝑑 or when the maximum number

of iterations
4

is reached. For a thorough, detailed description of DBA,

please refer to Algoritm 5 from [47].

Strictly speaking, to handle the set of sequences 𝕊 = {X1 ,· · · ,Xℎ} to

be aligned within Y, one can first determine the consensus sequence

Z∗ from 𝕊 using DBA, and then utilize a standard sub-sequence DTW

algorithm for two sequences (See Algorithm 1). This approach resembles

the nearest centroid classifier [49] since one is determining class prototype

and rely on distances between it and candidate sequences.

Algorithm 1 DTW Barycenter Averaging based solution for aligning set

of sequences 𝕊 within target sequence Y.

1: procedure MatchUsingDBA(𝕊,Y)

2: Z𝑛𝑒𝑤 ← random element from set 𝕊

3: do
4: Z𝑜𝑙𝑑 ← Z𝑛𝑒𝑤

5: Z𝑛𝑒𝑤 ← DBA(Z𝑜𝑙𝑑 ,𝕊)
DBA is the Algorithm 5 from [47].

6: while Z𝑜𝑙𝑑 0 Z𝑛𝑒𝑤

7: Z∗ ← Z𝑛𝑒𝑤

8: return sDTW(Z∗ ,Y)
9: end procedure



60 5 Semantic Sub-Sequence Matching with Dynamic Boundary Time Warping

5: For instance, when retrieving text

spans, we do not care about the align-

ment with the search query, but only the

content (defined by 𝑗1 and 𝑗𝑘 ).

5.5 Novel Solution: Dynamic Boundary Time
Warping

Contrary to the DBA, we propose a method that does not average sub-

sequences before determining the best match. Simultaneously, there is a

low computational cost involved, even though a form of multi-alignment

is being performed.

Note that, for Information Retrieval, we are often interested only in

approximating the 𝑝∗
1

and 𝑝∗
𝑘

(more strictly the 𝑗∗
1

and 𝑗∗
𝑘

components),
5

that is the beginning and the end of the optimal warping path concerning

the set of short sequences 𝕊 and long sequence Y. In other words, we

want to find 𝑗1 and 𝑗𝑘 that would minimize the sum of warping paths

costs between each sequence X ∈ 𝕊 and the long sequence Y:

𝑗∗
1
, 𝑗∗𝑘 = arg min

𝑗1 , 𝑗𝑘

(∑
X∈𝕊

C𝑝(X,Y)
)
.

Note that the final warping paths between considered sequences have the

same 𝑗∗
1
, 𝑗∗
𝑘
. Calculating such optimal solution is more straightforward

than presented in Section 1, but still too time-consuming for long sequence

Y, because one would have to consider all possible 𝑗1 and 𝑗𝑘 pairs (see

Section 5). The situation changes when we allow either 𝑗1 or 𝑗𝑘 to be

different among examined warping paths, for instance, as it will be shown

later (see Algorithm 2), we can easily find

𝑗∗𝑘 = arg min

𝑗𝑘

(∑
X∈𝕊

C𝑝(X,Y)
)
.

Our algorithm exploits this fact, and searches for the 𝑗𝑘 first (𝑗1 being

unconstrained), and then for 𝑗1 given previously determined optimal 𝑗𝑘 .

We will use the name Dynamic Boundary Time Warping to highlight

this difference when referring to the proposed solution.

Let us introduce the generalized DTW (or gDTW) first. We will use

this term when referring to the DTW that is parameterized by the pre-

initialized accumulated cost matrix 𝐷. For example, for 𝐷 initialized

from Equation (5.1):

gDTW(X,Y, 𝐷(5.1)) = 𝐷𝑇𝑊(X,Y)

and for 𝐷 initialized from Equation (5.2):

gDTW(X,Y, 𝐷(5.2)) = 𝑠𝐷𝑇𝑊(X,Y).

DBTW degenerates to sDTW in the case of |𝕊| = 1, that is when only one

example is available. The complete computation when multiple examples

are given is detailed in Algorithm 2 and Algorithm 3. We propose to

handle the problem as follows:

▶ Initialize the accumulated cost matrix 𝐷 from Equation (5.2) for

each of the 𝕊 elements independently.

▶ Calculate sDTW for each of the 𝕊 elements independently, time-

normalize underlying accumulated cost matrices, and sum their
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𝑚-th rows. The result can be used to determine 𝑝∗
𝑘
= (𝑖∗

𝑘
, 𝑗∗
𝑘
)

analogously to the conventional sub-sequence DTW.

▶ Reverse Y, as well as all sequences in 𝕊, and initialize 𝐷′ for each

reversed sequence from 𝕊:

𝐷′𝑖 ,1 B
𝑛∑
𝑖=1

𝑐(𝑥′𝑖 , 𝑦
′
1
) for 𝑖 ∈ {1, . . . , 𝑛},

𝐷′
1, 𝑗 B ∞ for 𝑗 ∈ {1, . . . , 𝑚} \ 𝑗′∗

1
,

𝐷′
1, 𝑗′∗

1

B 𝑐(𝑥1 , 𝑦𝑗′∗
1

), (5.3)

where 𝑗′∗
1
= 𝑚 − 𝑗∗

𝑘
+ 1.

▶ Calculate gDTW (using 𝐷′) on reversed sequences with the con-

straint that it should start with 𝑝′∗
1
= (1, 𝑚− 𝑗∗

𝑘
+1), that is 𝑝∗

𝑘
after re-

versal. In this way 𝑝′∗
𝑘

is determined, which gives 𝑝∗
1
= (1, 𝑚− 𝑗′∗

𝑘
+1),

that is 𝑝′∗
𝑘

after reversal.

Note that DBTW first finds an optimal, common 𝑗∗
𝑘

for all sequences in 𝕊

(starting indexes could be different). Then, all sequences are reversed,

and 𝑗′∗
𝑘

is determined by forcing the algorithm to start from 𝑗′∗
1

. This way,

such 𝑗∗
1

and 𝑗∗
𝑘

are found that approximate an optimal solution.

Algorithm 2 Approximation of optimal 𝑗𝑘 for the multiple sub-sequences

DTW problem.

1: procedure MultiWarpingEnd(𝕊,Y, 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛)

2: ®𝑠𝑢𝑚 ← (0,· · · , 0)
3: for 𝑙 ← 1, |𝕊| do
4: 𝐷 𝑙 ← 𝐷 𝑙

from 𝑒𝑞𝑢𝑎𝑡𝑖𝑜𝑛

5: gDTW(X𝑙 ,Y, 𝐷 𝑙)
6: ®𝑠𝑢𝑚 ← ®𝑠𝑢𝑚 + 𝐷 𝑙

𝑛,∗
7: end for
8: 𝑗𝑘 ← arg min𝑖( ®𝑠𝑢𝑚 𝑖)
9: return 𝑗𝑘

10: end procedure

Algorithm 3 Approximation of optimal 𝑗1 and 𝑗𝑘 for the multiple sub-

sequences DTW problem.

1: procedure Rev(X) ⊲ Sequence (𝑥1 ,· · · , 𝑥𝑛)
2: return (𝑥𝑛 , 𝑥𝑛−1 ,· · · , 𝑥1)
3: end procedure
4:

5: procedure MatchUsingDBTW(𝕊,Y)

6: 𝑗𝑘 ← MultiWarpingEnd(𝕊,Y, Equation 5.1)
7: Y′← Rev(Y)
8: 𝕊′← {Rev(X) : X ∈ 𝕊}
9: 𝑗′

𝑘
← MultiWarpingEnd(𝕊′,Y′, Equation 5.2)

10: 𝑗1 ← 𝑚 − 𝑗′
𝑘
+ 1

11: return 𝑗1 , 𝑗𝑘
12: end procedure

Complexity Study

Let us assume that the set of short sequences 𝕊 consists of ℎ sequences

of length 𝑛, and long sequence Y is of length 𝑚.
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DBA based solution from Algorithm 1 consists of two parts: (1) calculation

of consensus sequence using DBA, and (2) calculation of sDTW between

consensus sequence and Y sequence.

As described by Petitjean [47], the time complexity of Step 1 is equal to

Θ(𝑏𝑛2ℎ), where 𝑏 refers to the number of iterations needed for DBA to

converge. Since the complexity of Step 2 is Θ(𝑛𝑚), the complexity of all

steps is equal to Θ(𝑏𝑛2ℎ + 𝑛𝑚).

The most costly operation for DBTW is the MultiWarpingEnd procedure,

which for each sequence in 𝕊 computes gDTW with Y sequence, and it

is called twice. Therefore DBTW time complexity is equal to Θ(2𝑛𝑚ℎ) =
Θ(𝑛𝑚ℎ).

Depending on the problem setup, the time complexity of DBTW can be

either smaller or higher than the complexity of the DBA solution.

Note that the optimal solution requires to compute gDTW between Y

and each sequence in𝕊 for every possible 𝑗1 and 𝑗𝑘 . Since there are
𝑚(𝑚+1)

2

such possible unique pairs of 𝑗1 and 𝑗𝑘 , the overall complexity is equal to

Θ(𝑛𝑚ℎ × 𝑚(𝑚+1)
2
) = Θ(𝑛𝑚3ℎ), which is larger than the time complexity

of DBTW and in most common cases larger than the DBA solution’s

complexity.

Local Cost for Natural Language Processing Problems

There is a need to propose a suitable local cost function to apply any

DTW-based dynamic programming algorithms to problems from the

field of Natural Language Processing. We introduce a novel approach,

relying on the distance between contextualized word embeddings.

Contextualized Word Embeddings

Roughly speaking, the reasoning behind word embeddings is to follow

the distributional hypothesis, according to which difference of meaning
correlates with the difference of distribution [50]. This means words sharing

context tend to share similar meanings, and one is able to obtain semantic

representations of words by optimizing some auxiliary objective in a

sizeable unlabeled text corpus.

A famous example is the Continuous Bag of Words (CBOW) model,

where an average of vectors representing surrounding words is used

as an input to log-linear classifier predicting the target (middle) word

[51]. This simple yet effective algorithm and the skip-gram model trained

with the opposite objective have taken the world of word embeddings by

storm [52].

Representations provided using CBOW and similar models, however,

are static. This means that when the pre-trained word embeddings are

used in a downstream task, the representation of a given word is context-

invariant: wound used as a past tense of wind share representation with

wound denoting to injure.

Later approaches of [53], and [54] assume the use of deep language

models’ internal states. These, contrary to static word embeddings,
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are expected to capture context-dependent word semantics. Resulting

contextualized word embeddings are a function of the entire input

sentence, such as for a sequence of 𝑧 input tokens, an associated sequence

of 𝑧 vectors is returned.

Early contextualized word embeddings were sourced from language

models using Recurrent Neural Networks, and they are currently being

replaced by language models based on the architecture of Transform-

ers [55] such as BERT [56], GPT-2 [57], or RoBERTa [58]. In the case

of embeddings sourced from Transformer-based language models, the

representation is obtained by attending to different tokens of the input

sentence [59].

To the best of our knowledge, only [39] used Dynamic Time Warping

with word embeddings, and none of the previous attempts were based

on contextualized word embeddings.

Distance Measure

Many distance measures may be applied as local cost functions. In

some domains, simple distance measures such as Euclidean distance

are sufficient enough [60], whereas in other, it may be beneficial to use

learned distance metric [61].

In the case of Natural Language Processing, we propose to rely on the

cosine distance between contextualized word embeddings as the local

cost, which is defined as:

𝑐(𝑥𝑥𝑥, 𝑦𝑦𝑦) =
1 − 𝑥𝑥𝑥·𝑦𝑦𝑦

| |𝑥𝑥𝑥 | | | |𝑦𝑦𝑦 | |
2

.

where, | |𝑥𝑥𝑥 | | is ℓ2-norm, and 𝑥𝑥𝑥 · 𝑦𝑦𝑦 is the dot product of the two vectors.

It is the most common metric used in NLP tasks when dissimilarity

between two word vectors is considered [62].

Optional Weighting

Methods of determining document similarity tend to benefit from the

inclusion of frequency or distribution information, such as in Inverse

Document Frequency [63] or Smooth Inverse Frequency (SIF) weighting

[64]. We propose to further extend the algorithm with the additional

weight factor 𝑤 applied to the DTW equation:

𝐷𝑖 , 𝑗 B 𝑤𝑖 · 𝑐(𝑥𝑖 , 𝑦𝑗) +min


𝐷𝑖 , 𝑗−1 ,

𝐷𝑖−1, 𝑗−1 ,

𝐷𝑖−1, 𝑗 .

The 𝑤𝑖 is defined as the SIF of the underlying token 𝑡𝑖 :

𝑤𝑆𝐼𝐹
𝑖 =

𝑎

𝑎 + 𝑓𝑖
,

where 𝑓𝑖 stands for relative frequency of the token 𝑡𝑖 and 𝑎 is the weight

parameter, recommended to be between 10
−3

and 10
−4

[64].
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The intuition behind the introduction of such weighting is to capture the

importance of the token when calculating an accumulated cost, in such

a way that less informative (more probable) words contribute less to the

final score.

Implementation Details

The performance of local cost calculations is the primary factor when one

is bound by time or resource restrictions in the case of DTW and similar

algorithms [65]. Since a cosine distance between word embeddings is

used in our scenario, there is a need to calculate at least 𝑛 × 𝑚 distances

(for the one-shot scenario) between vectors of 768 or more components,

where 𝑛 denote the number of words in positive example and 𝑚 stands

for the length of the document.

We were able to compute them efficiently with GPU and CUDA parallel

computing platform. In our PyTorch-based implementation [66] for given

input matrices representing embeddings of sequences to compare, a

matrix of cosine distances is returned. It is further cast to NumPy array

[67] used in the Dynamic Programming part, which is implemented

using Numba (JIT compiler translating Python and NumPy code into

fast machine code [68]).

5.6 Evaluation

The introduced Dynamic Boundary Time Warping algorithm has broad

applications in few-shot retrieval tasks from a variety of domains. We

restricted ourselves to already established problems within the field

of Natural Language Processing. For these, simple albeit specialized

proof-of-concept solutions were provided.

In each setting, an addition to DBTW has been proposed to facilitate

handling the specific problem and demonstrate the algorithm’s extensi-

bility.

Few-shot Semantic Retrieval

The recently proposed contract discovery task [15] aims to provide spans

of requested target documents semantically similar to examples of spans

from a few other documents. The mentioned dataset is intended to test

the mechanisms that detect legal texts’ regulations, given a few examples

of other clauses regulating the same issue (query-by-multiple-examples

scenario). Sample spans often vary in length, and the contained text is

written using different vocabulary or syntax. Moreover, the text to search

in lacks a formal structure, that is, no segmentation into distinct sections,

articles, paragraphs, or points is given in advance.

For example, given two examples of text, where the parties agree on

which jurisdiction the contract will be subject to:

This Agreement shall be governed by and construed under the laws

of the State of California without reference to its rules of conflicts of

laws.



5.6 Evaluation 65

6: Both model and the corpus are pub-

licly available at http://github.com/

applicaai/contract-discovery

This Agreement is governed by the internal laws of the State of

Florida and may be modified or waived only in writing signed by

the Party against which such modification or waiver is sought to be

enforced.

match the following text span in another document:

Each party hereto consents to exclusive personal jurisdiction in

the State of Delaware and voluntarily submits to the jurisdiction

of the courts of the State of Delaware in any action or proceeding

concerning this Agreement.

Because each word is represented by word embedding that reflects

its meaning, and we can compute the distance between any pair of

embeddings (Section 5), it is in principle possible to state that California

is semantically quite similar to Delaware.

As a result, it is possible to attempt matching clauses such as the two

shown above into the third one – word by word, embedding by embed-

ding. Due to this fact, the problem of contract discovery is suited for

the DBTW algorithm – it can be perceived as an alignment of multiple

sequences (examples of desirable text spans from other legal documents)

optimally within the target sequence (document in which one wants to

determine a text span regulating the same issue).

Contract Discovery is evaluated with Soft F1 metric calculated on

character-level spans, as implemented in GEval tool [69]. Roughly speak-

ing, this is the conventional 𝐹1 measure, with precision and recall def-

initions altered to reflect the partial success of returning entities. As a

result, identifying half of the correct span does not result in a 0 score.

Experiment. DBA and Adaptive CBOW solutions were evaluated in

addition to DBTW. All utilized the same finetuned GPT-1 model, as

described by [15]. We decided to utilize GPT-1 instead of GPT-2 because

the authors achieved comparable results for both of them. At the same

time, the latter has more parameters, larger embeddings, and more fine-

grained tokenization, while all of these have a significant performance

impact.

The GPT-1 Language Model we used was originally introduced by [70]

who proposed to rely on the decoder of multi-layer Transformer [71].

The authors released a 12-layer model with 768-dimensional states and

12 attention heads. It uses a BPE vocabulary [72] consisting of 40,000

sub-word units. [15] fine-tuned the model for 40 epochs on a corpus

of legal documents, using a standard, next-word prediction objective.

The authors used the initial learning rate of 5𝑒 − 5, linear learning rate

decay, and Adam optimizer with decoupled weight decay [73].
6

We

used internal states from the last layer of the model as word embeddings,

leading to the dimensionality of 768.

Because of the annotation assumptions made in this shared task, it is

often beneficial to return the whole sentence, even though one can find

the exact location of the desired clause (within the sentence). Consider

an example of the following sentence:

http://github.com/applicaai/contract-discovery
http://github.com/applicaai/contract-discovery
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This Agreement shall be governed by and construed and enforced

in accordance with the laws of the State of Georgia...

...as to all matters regardless of the laws that might otherwise govern

under principles of conflicts of laws applicable thereto.

Here, DBTW selects only the first part, and it would be desirable to

highlight it for an end user in the real-world application. Nevertheless, it

was preferred to keep the complete sentence as an expected clause during

the preparation of [15] dataset. The annotator selected an incomplete

sentence only when the remaining, non-important part was of a greater

length than the crucial one, which contains the desired information. That

is the reason why we were returning results rounded in order to match

the entire sentence that “clause core” was found in.

Baseline. In Algorithm 5 we introduce the Adaptive Continuous Bag of

Words (ACBOW), a simple and fast algorithm, that represents a straight-

forward, natural approach to tackling the problem. Roughly speaking,

the idea is to move with a constantly changing window over tokens

from Yand determine the best sub-sequence (Algorithm 4). Embeddings

for each text fragment are averaged and the resulting vectors compared

with cosine similarity. In the case of multiple sequences, an average of

individual similarities to the considered window is used (procedure SIM

in Algorithm 4).

Note that the ACBOW for which the results were reported in Table 5.1

differs from the ACBOW Algorithm 5. The former was extended with

a possibility to look into the future and check if adding more tokens

would improve an overall score, even when some of them temporarily

lower the similarity.

Algorithm 4 Finding one similar sub-sequence 𝑢 = (𝑢1 , . . . , 𝑢𝑟) from Y

to 𝕊 sequences given starting index 𝑗.

1: procedure SIM(𝕊, 𝑢)

2: 𝔼← {mean(X) : X ∈ 𝕊}
3: 𝑒𝑢 ← mean(𝑢)
4: 𝑠𝑐𝑜𝑟𝑒𝑠 ← {𝑐(𝑒𝑢 , 𝑒) : 𝑒 ∈ 𝔼}
5: return mean(𝑠𝑐𝑜𝑟𝑒𝑠)
6: end procedure
7:

8: procedure FindOne(𝕊,Y, 𝑗)

9: 𝑢∗ ← (𝑦𝑗)
10: 𝑢 ← ()
11: while 𝑗 + 1 < 𝑚 and 𝑢 ≠ 𝑢∗ do
12: if sim(𝕊, 𝑢) < sim(𝕊, (𝑢, 𝑦𝑗+1

)) then
13: 𝑢 ← (𝑢, 𝑦𝑗+1

)
14: 𝑢∗ ← 𝑢

15: end if
16: 𝑢′← (𝑢2 , . . . , 𝑢𝑟 )
17: if sim(𝕊, 𝑢) < sim(𝕊, 𝑢′) then
18: 𝑢 ← 𝑢′

19: 𝑢∗ ← 𝑢

20: end if
21: end while
22: return 𝑢∗ , sim(𝕊, 𝑢)
23: end procedure
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Algorithm 5 Finding most similar subsequence 𝑢 = (𝑢1 , . . . , 𝑢𝑟) from Y

given 𝕊 sequences using ACBOW algorithm.

1: procedure MatchUsingACBOW(𝕊,Y, 𝑜𝑣𝑒𝑟𝑙𝑎𝑝)

2: 𝑢∗ , 𝑠𝑐𝑜𝑟𝑒∗ ← FindOne(𝕊,Y, 1)
3: 𝑢 ← 𝑢∗

4: while |𝑢 | < 𝑚 do
5: 𝑗 ← |𝑢 | + 1 − |𝑢∗ | × 𝑜𝑣𝑒𝑟𝑙𝑎𝑝
6: 𝑢, 𝑠𝑐𝑜𝑟𝑒 ← FindOne(𝕊,Y, 𝑗)
7: if 𝑠𝑐𝑜𝑟𝑒 > 𝑠𝑐𝑜𝑟𝑒∗ then
8: 𝑢∗ , 𝑠𝑐𝑜𝑟𝑒∗ ← 𝑢, 𝑠𝑐𝑜𝑟𝑒

9: end if
10: end while
11: return 𝑢∗ , 𝑠𝑐𝑜𝑟𝑒∗
12: end procedure

7: [15] used decomposition of contextu-

alized word embeddings based on Inde-

pendent Component Analysis [74] and ob-

served it helps to distinguish semantically

differing texts. See Table 5.1 for compari-

son.

Table 5.1: Results of solutions based on the

same finetuned GPT-1 model as described

by [15], obtained on test set.

Method Soft F1

[15]

−fICA .47

+fICA .49

ACBOW .35

DBA

Euclidean .43

Cosine .44

DBTW

−SIF .47

+SIF (𝑎 = 10
−3

) .50

+SIF +fICA .51.51.51

Results. Table 5.1 summarizes the Soft F1 scores achieved. Contrary

to what one might suspect, the Adaptive CBOW baseline was unable

to provide satisfactory results. Scores of the sub-sequence DTW with

a DBA-determined consensus sequence were substantially higher. The

usage of cosine distance instead of Euclidean seems beneficial in the

case of DBA used with word embeddings. DBTW performs the best, and

its effectiveness can be attributed to both inverse frequency weighting

and the proposed way of handling multiple sequences. The new method

proposed in this paper slightly outperforms the method presented by

[15] even when fICA projection
7

of embeddings was not applied. It is

worth mentioning that SIF weighting does not lead to an improvement in

the aforementioned paper. Results were even better when both SIF and

fICA projection was used.

There are several distinguishing features the improvement over [15] can

be attributed to. First of all, there is a reduction of noise that occurs in

DBTW. Recall the example of the governing law clause presented at the

beginning of Section. The first part of the sentence contains information

required to correctly classify the clause, whereas the rest is a potential

noise source. The DBTW considers all the possible sub-sentences and is

not restricted to the sentence boundaries, as is the method proposed by

[15]. Secondly, DBTW is not order-invariant, and thus it can easily capture

key phrases and word n-grams. Thirdly, DBTW operates on word-level,

whereas other methods rely on averaged representation of multiple,

possibly a few hundred words. The latter results in yet additional noise

and information loss.

Moreover, note that [15] chose the most similar spans from the sentence

n-grams. Although their approach leads to comparable results to those

obtained with DBTW, it could be applied to a limited number of problems

when the number of considered n-grams is low. In contrast, DBTW is

not subject to such constraints and can effectively search for a very

long sequence. For example, when word-level (instead of sentence-level)

sequences are considered, they often become much longer, and the

n-gram based methods would be too expensive computationally.

Most of the mentioned advantages also apply to the DBA. However, one

may hypothesize that information loss occurring during the consensus

sequence calculation is substantial in long passages from the Contract

Discovery dataset. Similarly, ACBOW shares some desired properties of
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DBTW (e.g., consideration of arbitrary sub-sequence on word-level) but,

contrary to the DBTW, is order-invariant and relies on noisy averaged

representations of multiple word embeddings.

Few-shot Named Entity Recognition

Named Entity Recognition is the task of tagging entities in text with their

corresponding type. These differ depending on the dataset. In the case

of the richly-annotated Ontonotes corpus [75], tags such as people and

organization names, locations, languages, events, monetary values, and

more are used.

There were several attempts to the NER problem in a few-shot scenario

[76, 77]. Since the mentioned setting is in line with our problem statement

(Section 5.3), we approached it to provide another proof-of-concept

from the field of NLP. As outlined in Section 5.1, we solve the problem

of Named Entity Recognition with a new approach of semantic sub-

sequence matching.

Named Entity Recognition task differs substantially from Semantic Re-

trieval discussed in the previous section. To tackle the problem effectively,

one has to notice there is a significant variance in lengths of entities

to be retrieved—they can range from one word to over a dozen words

within the same class. This fact could motivate non-trivial modifications

of DBTW such as:

▶ Normalization of accumulated costs for sequences from 𝕊 in order

to compensate the impact of longer sequences on the overall score

(otherwise the longer individual warping path is, the higher would

be its impact when choosing the approximately optimal path for

the set of sequences).

▶ Preference for either contraction or expansion when determining

the warping path for a single sequence, e.g., depending on its

length in relation to average named entity length.

There are multiple normalization methods to consider in the former,

whereas the latter may require the introduction of warping path bands

to restrict the upper length of matched sub-sequence. We decided to take

a more straightforward, which solves both problems at the same time:

▶ Given the set of sequences 𝕊, take the length of the longest as

a target size.

▶ Resample shorter sequences to reach the target size using inter-

polation with the spline of order 1, as implemented in tslearn

TimeSeriesResampler [78].

After this step, no further normalization nor weights adjustments may

be required to provide satisfactory results.

Because the number of results to be returned for a given sentence varies

from zero to few, one cannot simply return the most similar sub-sequence

in the case of Named Entity Recognition. We tackle the problem by

introducing a threshold and return all non-overlapping paths from the

given sentence, with an accumulated cost below the assumed distance

level. Given a set of training examples 𝕊, we calculate DBTW(𝕊 \ {X},
X) for each X ∈ 𝕊. The threshold is calculated as the maximal cost of
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Figure 5.6: Performance in Named Entity

Recognition as a function of the number

of sentences with positive examples avail-

able. Note that LSTM-CRF (+char) model

is not directly comparable because, con-

trary to the LSTM-CRF, DBA, and DBTW,

it uses character-level embeddings in ad-

dition to ELMo and GloVe.

Table 5.2: 𝑝-values for permutation t-test comparing DBA and DBTW.

𝑛 1 2 3 4 5 6 7 8 9 10

𝑝-value 0.9339 0.3895 0.8779 0.8803 0.0038 0.4499 0.309 0.2049 0.2161 0.1727

8: The original train set was used as a

source of out-of-domain data in part of sce-

narios, but this does not apply to methods

based on DBTW. Similarly, as a baseline,

we relied on an approach, which utilizes

only in-domain training data. See [76] for

details regarding this distinction.

optimal warping path from such inner-train matches. The threshold for

DBA is determined analogously.

Experiment. We roughly followed the procedure for evaluation of a

few-shot NER proposed by [76]. Authors trained models on subsamples

of Ontonotes development set [75] for each class separately.
8

For each

case, ℎ = 20 sentences containing a particular named entity were selected.

Besides, sentences without considered entity had all the classes replaced

with O, and part of them were added to the train set, to preserve the

original distribution of the currently evaluated class. Note that ℎ is

not necessarily equal to the number of annotations available since it is

common for one Ontonotes sentence to contain more than one named

entity of the same type.

In our case, solutions were evaluated for ℎ ∈ [1, 10], since we are aiming

mainly at good performance for a lower number of examples available.

Moreover, ten experiments with different random seeds were conducted

for each class, instead of four performed by [76].

Baseline. LSTM-CRF used as a reference is a BiLSTM-CRF model

trained on ELMo and GloVe embeddings. It follows the specification of

[76], but with the difference that trained character embeddings were not

used to simplify the comparison with DBTW. Note that otherwise, one

had to propose a procedure of training character embeddings compatible

with DBTW, which is beyond the scope of this paper. Nevertheless, we

report results of LSTM-CRF with trained character-level embeddings for

the sake of completeness.

The remaining LSTM-CRF baseline, DBA, and DBTW approaches rely

on the same embeddings, resulting from the concatenation of the

1024-dimensional ELMo model released by [79] with the original 50-

dimensional GloVe embeddings [80]. Although [76] trained their base-

lines for 20 epochs, we found our models undertrained in this setting

and decided to enlarge the value to 30 epochs.
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Table 5.3: 𝑝-values for permutation t-test comparing DBTW and LSTM-CRF (+char).

𝑛 1 2 3 4 5 6 7 8 9 10

𝑝-value 0.0001 0.0001 0.1262 0.0025 0.0606 0.0482 0.1114 0.0693 0.0819 0.7024

Results. Comparison of DBTW, DBA, and LSTM-CRF with the same

input embeddings is presented on Figure 5.6. Span F1 score refers to a

commonly used 𝐹𝛽=1 variant where exact matches of the corresponding

entities are considered [81].

Both DBA and DBTW outperform the LSTM-CRF baseline in a few-shot

setting. Noteworthy, DTW-based methods receive near-identical scores

in the experiment. In order to statistically compare methods, we decided

to use the permutation t-test. The implemented test corresponds to

the proposal of [82]. While a permutation test requires that we see all

possible permutations of the data (which can become quite large), we can

easily conduct “approximate permutation tests” by simply conducting a

very large number of samples (we used 10,000 permutations instead of

3,628,800 possible permutations). That process should, in expectation,

approximate the permutation distribution. Obtained 𝑝-values we can

find in Table 5.2 and Table 5.3.

From Table 5.2 we can see that it is possible to reject (𝛼 = 5%) the null

hypothesis (about equality of methods DBA and DBTW) only for 𝑛 = 5

(the same we can read from Figure 5.6). In such situations, it seems

reasonable to assume that methods do not differ significantly.

Comparable results of DBTW and DBA can be potentially attributed to

two factors. Firstly, named entities in ontonotes are usually short: 58%

of the test set entities consist of a single word and 21% – of two words.

When one-word sub-sequences are to be considered, the methods are

roughly equivalent. We expect DBTW to perform better in the case of

long sequences because it is where noise related to the calculation of the

DBA consensus sequence emerges. Secondly, we found the problem of

determining the number of sub-sequences to return, which occurs in

both DBA and DBTW, to play an important role. If the sentence contains

a named entity of a particular type, the highest-scored sub-sequence can

be classified as such with high confidence. E.g., we can maximize recall

by withdrawing the threshold and returning the top result. Nevertheless,

precision suffers without the threshold, and the simple heuristics we

experimented with are unable to provide an optimal cut-off.

LSTM-CRF with character-level embeddings seems to converge faster

than the LSTM-CRF baseline. It appears that it achieves scores comparable

to DBTW for five and more sentences in the train set (Table 5.3). However,

due to the reasons outlined at the beginning, the methods cannot be

directly compared.

5.7 Summary and Future Work

In this paper, an algorithm inspired by Dynamic Time Warping was

proposed, as well as a new application of existing DBA Barycenter

Averaging heuristics. It was shown how to adapt it to current problems
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in the field of Natural Language Processing as a result of cosine distance

applied to contextualized word embeddings. Unlike its predecessors,

Dynamic Boundary Time Warping can find an approximate solution

for the problem of querying by multiple examples. What is crucial,

the proposed approach is in some applications substantially better than

calculating a consensus sequence and utilizing it to perform sub-sequence

DTW search, presumably because there is no unnecessary information

loss involved. Due to the inclusion of inverse frequency weighting specific

to NLP problems, its effectiveness was further improved. Thus it was

able to outperform methods previously proposed for Few-shot Contract
Discovery with the same Language Model applied.

Applications of the proposed algorithm are not limited to the cases where

proof-of-concept solutions were provided, and it can be applied to other

few-shot retrieval tasks. Problems outside the NLP to be considered

under this framework include temporal activity detection in continuous,

untrimmed video streams [83, 84], which resembles mentioned approach

to Semantic Retrieval if one realizes it is in principle possible to perform

sub-sequence matching on video frame embeddings. Such can be en-

coded with a pretrained image classification network (i.e., ResNeXt [85])

and processed analogously. Moreover, the DBTW applies to every prob-

lem previously considered as a sub-sequence matching when multiple

examples are available instead of a single one.
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Abstract. We propose a novel method to sparsify attention in the

Transformer model by learning to select the most-informative token

representations during the training process, thus focusing on the

task-specific parts of an input.

A reduction of quadratic time and memory complexity to sublinear

was achieved due to a robust trainable top-𝑘 operator.

Our experiments on a challenging long document summarization

task show that even our simple baseline performs comparably to the

current SOTA, and with trainable pooling we can retain its top quality,

while being 1.8× faster during training, 4.5× faster during inference

and up to 13×more computationally efficient in the decoder.

6.1 Introduction

The introduction of Transformer architecture led to an immense improve-

ment in the performance of Natural Language Processing systems [3–5].

Nevertheless, the underlying attention mechanism is marked by the

original sin of quadratic memory complexity w.r.t. the input sequence

length. It results from the attention matrix reflecting inter-connections

between every two representations in the input sequence.

Previous approaches either reduce the full connectivity of its elements

to its non-empty subset or approximate the self-attention matrix [6–14].

In particular, in these models, each word at every layer attends to at least

one other word.

In contrast, we disregard attention for a given representation completely

in the case of non-informative ones (Figure 6.1 and 6.2).

https://arxiv.org/abs/2009.05169
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Figure 6.1: An illustration of sparse at-

tention matrices assuming a three-layer

encoder and decoder (separated by the

dashed line). The blue color reflects the

memory consumption of self-attention (en-

coder) and cross-attention (decoder). (A)

The complete input consumed at once. (B)

Memory reduced with blockwise attention

and (C) pooling applied after the encoder.

(D) Gradual reduction of memory by pool-

ing after every layer.

(A) Vanilla Transformer

(B) Blockwise Encoder

(D) Pyramidion

Target length

Input length
Pooled length

Block size

PoolPool

Pool

(C) Blockwise Encoder with Representation Pooling

In particular, we optimize the attention complexity by learning to select

encoded representations for the given task and promoting only the chosen

ones to the next layer of the model. This mechanism will be referred

to as representation pooling. Consequently, a significantly lower memory

consumption and an improved processing time are achieved. As the

selection operation has to be trainable, we provide a suitable high-

performance continuous relaxation of top-𝑘, robust for every 𝑘 value and

input sequence length.

We demonstrate this idea’s applicability by performing on par to state-

of-the-art on the challenging problem of long document summarization.

Simultaneously, the proposed end-to-end model is a significant theo-

retical improvement over the previous systems, which are based on

independently trained extractive and abstractive models.

Contribution. The specific contributions of this paper are the following:

(1) We propose a method to sparsify Transformer architecture in a novel,

previously unrecognized way, achieving sublinear time and memory

complexity. Our model learns to select the subset of best representations

depending on the advantage they give on a downstream task. (2) Addi-

tionally, we demonstrate an improvement of the decoder’s cross-attention

complexity. It is beneficial for both train/inference time and memory

consumption. (3) We demonstrate an elegant way to train extractive-

abstractive models in an end-to-end manner with only a cross-entropy
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Vanilla	 Blockwise Pooling	
Figure 6.2: Toy illustration of inter-

connections constituting the attention ma-

trices in various approaches to attention.

White dots denote disregarded representa-

tions that are not attended to and removed

from further processing as they obtained

low scores.

loss function. (4) We present a Successive Halving Top-𝑘 operator that

outperforms previous approaches in terms of approximation quality and

speed. We provide a detailed analysis of its differential properties and

prove that it is trainable in an end-to-end manner, making it applicable

within our neural networks. (5) We achieve state-of-the-art performance

level in long document’s summarization and show that previous models

can be outperformed by a straightforward baseline.

6.2 Related Works

Word-vector elimination. It has been previously shown that the pro-

gressive elimination of word vectors occurring layer after layer can

improve inference time of transformer-based language models used in a

text classification scenario [15]. We extend this notion to tasks demanding

text generation in a way that, contrary to previous work, is trainable and

optimized concerning a downstream task. A similar approach has been

taken in the Funnel Transformer proposed concurrently to our work [16].

We directly compare to both methods’ adaptations (see Section 6.6), and

consider our work to surpass it in two aspects: 1) results were improved

due to a better pooling mechanism than mean/max; 2) training was ac-

celerated, which we attribute to the significant reduction of the decoder’s

complexity.

Sparse attention. Several authors proposed to limit attention connec-

tivity, e.g., by dividing input into smaller ’blocks’ [7, 17, 18]. Blockwise

attention is an optional element of our architectures, used in addition to

trainable pooling.

Summarization. In terms of the type of summarization task we target,

our representation pooling mechanism can be considered an end-to-end

extractive-abstractive model. This is a conceptual breakthrough compared

to recently proposed two-stage hybrids that extract and paraphrase in

two independent steps, using separately trained modules [19–22].

6.3 A Novel Approach of Representation
Pooling

It is suspected that when humans engage in information search, they

use various cognitive processes depending on the relevance level of

constituent text fragments [23].
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encoding

Tok 1 Tok N Tok N+1 Tok M Tok M+1 Tok L... ... ...

... ... ...E1 EMEN+1 EM+1 EL

... ... ...T1 TMTN+1 TM+1 TL

EN

TN

Block 1 Block Z...

representation pooling

T2 TM

Encoding can be performed
as in standard Transformer
architecture on the full-
length input. It is, however,
possible to process the text
in blocks of fixed length.

The encoder layer is
followed by representation
pooling. Each representation
is scored, and then only
those with the highest
scores are passed to the
decoder. 

Tok 2

E2

T2

Tok N+2

EN+2

TN+2

TN+1 TN+2

Tok M+2

EM+2

TM+2

TL

Figure 6.3: Transpooler architecture with pooling after one encoder layer. Each representation is scored, and then only those with the

highest scores are passed to the decoder. Encoding can be performed on the full length input or in blocks of fixed length.

The method we propose is inspired by this search for relevant fragments,

which is an important aspect of human cognition when engaged in

reading to do actions [24, 25]. We intend to mimic relevance judgments

and hypothesize that it is possible to answer problems involving natural

language with only selected passages of the input text.

These passages may be of substantially shorter length than the original

text. One may compare this to a person reading the paper and highlighting

in such a way that it is possible to provide a summary using only the

highlighted parts.

The end-to-end mechanism we introduce performs such highlighting

by scoring the representations and passes only the selected ones to the

next layer of the neural network (Figure 6.3). The role of the selection

is to reduce data resolution in a roughly similar way to how pooling

works in CNNs, where the feature map is downsampled and only the

most informative activations are retained. When pooling in a trainable

manner at the bottleneck of the encoder-decoder, it impacts the encoding

process because the additional, orthogonal, informational bottleneck

forces the model to compress more context into one representation vector

of constant-length, leveraging the already provided capacity.

Architecture Outline

Let 𝑛 denote the number of input tokens that are projected onto 𝑑

dimensions, resulting in a matrix of embedding representations𝐸 ∈ ℝ𝑛×𝑑
.

We want to assign scores 𝑣𝑖 to embedding vectors 𝐸𝑖 , in such a way that

𝑣𝑖 measures the usefulness of 𝐸𝑖 for further layers and the training

objective.

Typically, this can be achieved by defining a scoring function 𝑆 : ℝ𝑑 → ℝ

(which we allow to depend on additional parameters, thus making it

trainable) that assigns a usefulness score to every embedding vector, and

putting

𝑣𝑖 = 𝑆(𝐸𝑖). (6.1)
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Next, we use our soft top-𝑘 operator Γ : ℝ𝑛×𝑑 × ℝ𝑛 → ℝ𝑘×𝑑
to reduce

the number of embeddings from 𝑛 to 𝑘, based on their usefulness scores.

The 𝑘 vectors produced by Γ form the input for the next network layer.

The path of residual connections starts on a reduced number of tokens.

Flavors. We consider two architectures in this work: with single or mul-

tiple pooling layers (Figure 6.1). Specifically, the latter is a generalization

of the former to any given number of pooling layers. We use the term

Transpooler when a single pooling layer is placed after the encoder. This

setup directly limits the amount of information passed to the decoder

through the network’s bottleneck.

However, pooling can be applied between any subsequent layers, such

that multiple operations of this type will be used in the network and

gradually introduce the bottleneck along the encoding process. As a

result, the same model bottleneck size can be achieved as when using

Transpooler. Moreover, the decision to pool earlier has the advantage of

attaining more substantial memory complexity reduction. This model

will be referred to as the Pyramidion.

Blockwise attention. When propagating through layers, we use block-

wise attention and split input into non-overlapping chunks in such a way

that the full quadratic attention is computed for each chunk. The score is

then determined for each representation vector, and after selecting with

the top-𝑘 operator, chosen representations are passed to the next layer.

We assure our top-𝑘 operator selects representations without permuting

their order, keeping them in line with their original position.

Scoring functions. Multiple scoring methods can be proposed. The

most straightforward is to use a linear scoring function as used in

conventional token classification, 𝑆(𝑒) = 𝑒𝑇𝑤 + 𝑏, where 𝑤 ∈ ℝ𝑑
and

𝑏 ∈ ℝ are trainable parameters. We found it to work best with our pooling

method. In the following section we perform ablations on different scoring

functions.

6.4 Scorers’ Ablations

Linear. Multiple scoring methods can be proposed. The most straight-

forward is to use a linear scoring function used in conventional token

classification, 𝑆(𝑒) = 𝑒𝑇𝑤 + 𝑏, where 𝑤 ∈ ℝ𝑑
and 𝑏 ∈ ℝ are trainable

parameters.

Nonlinear. A quite natural next step is to include nonlinearity. We

follow the specification of RoBERTa’s classification head [26], defined as

𝑆(𝑒) = tanh(𝑒𝑇𝑤1 + 𝑏1) · 𝑤2 + 𝑏2, where 𝑤1 , 𝑤2 ∈ ℝ𝑑
and 𝑏1 , 𝑏2 ∈ ℝ.

PoWER-like. A column-wise sum over attention matrices 𝐴 = Attn(𝐸)
from the preceding layer can be used as the usefulness score, that is

𝑣𝑖 =
∑𝑛
𝑗=1
𝐴𝑖 , 𝑗 as proposed by Goyal et al. [15] for hard top-𝑘 selection.
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Embedding-based. Scoring can be performed based on a specified

dimension in encoded space, i.e. by using a coordinate projection 𝑆(𝑒) =
𝑒 𝑗 , where 𝑗 is a fixed index. This is a special case of the linear scoring

function with fixed non-trainable weights.

Random. The baseline sampling scores randomly from a uniform

distribution.

Index-based. A modulo-distributed score, that is non-zero for every

𝑘-th token, such as:

𝑣𝑖 =

{
1 when 𝑖 ≡ 0 (mod 𝑘)
0 otherwise

Mean/Max Pooling. Pooling baselines characterized by aggregating

scores within each window either by taking the mean value or the max

value. In this case 4 nearest tokens were aggregated, and the window

also traverse with the stride of 4.

Both the PoWER-like and embedding-based scoring functions utilize

mechanisms already provided in the Transformer model and are easy to

use. Similarly to the index-based baseline method and the random one,

they do not introduce any additional parameters to the model. The last

two do not rely on a pooling operation at all.

PoWER was proposed assuming that the model’s attention already

contains useful information about the most critical parts of the input

sequence [27]. In principle, it is possible to use its scorer with soft top-𝑘,

but we intended to follow the original formulation where scoring was

followed by the hard top-𝑘 operation.

Results

Results obtained with the same, 4-layer Transpooler but different scoring

functions are presented in Table 6.1.

All of the methods outperform the random baseline. Across them, the

linear scorer achieved the highest evaluation metric. The index-based

method we propose performs well, even though it does not require

training.

In particular, models employing such fixed selection achieve better results

than those equipped with a PoWER-like scorer. This can be attributed

to the relatively low reduction of length required in the presented

experiment: a model with index-based selection presumably learned to

compress groups of the four nearest token neighbors.

Nevertheless, only nonlinear baseline approaches turned out not to be

significantly worse than the linear scorer. Assuming preference towards

a simpler method, the rest of the experiments were conducted using only

the linear scorer.



6.4 Scorers’ Ablations 85

Scorer ROUGE-1 ROUGE-2

Linear 39.1 14.6
Nonlinear 38.9 14.6
Random 32.3 11.4
Index-based 38.2 13.9
Embedding-based 37.6 14.0
PoWER-like 36.9 13.6
Mean Pooling 38.1 13.9
Max Pooling 38.4 14.2

Table 6.1: Ablation study of different scor-

ers, using the same 4-layer Transpooler

model with reduction from 2048 to 512

representations. The difference of 0.4 is

significant. [28].

Model Self-attention Cross-attention

Vanilla l × n × n × d l × t × n × d

Sparse l ×m × n × d l × t × n × d

Linformer l × n × r × d —

LSH l ×mh × n × d —

Efficient l × n × d × d —

PoWER c × n × n × d —

Transpooler l ×m × n × d l × t × k × d

Pyramidion c ×m × n × d l × t × k × d

Table 6.2: Time complexity of attention in

the Transformer models. Improvements

over the vanilla Transformer are in bold,

whereas an underline indicates this pa-

per’s contributions. 𝑙 - number of layers,

𝑛 - input length, 𝑑 - hidden state;s size, 𝑡 -

target length, ℎ - number of hashes LSH, 𝑟
- rank of the factorization matrix, 𝑘 - length

of selected token’s representation, 𝑐 - an

effective number of layers that is smaller

than 𝑙.

Complexity Analysis

Table 6.2 presents the complexity of attention in our models, and com-

pares it to different architectures. The vanilla encoder depends on the

number of layers 𝑙, the number of tokens in the input 𝑛 and the number

of tokens each attends to 𝑛. Likewise, the decoder’s cross-attention

depends on 𝑙, 𝑛 and the target length 𝑡.

The 𝑚 denotes the effective number of tokens one can attend to, resulting

from the attention’s block size, allowed window size or the clustering

of key-values. The number of parallel LSH hashes is denoted by ℎ. The

rank of the factorization matrix is 𝑟, which can be a constant that is

independent of 𝑛.

Similarly, the number of best task-specific representations 𝑘, selected

after encoding, is independent of 𝑛. 𝑐 is an effective number of layers in a

hierarchically decreasing encoder of the Pyramidion. The Pyramidion’s

𝑐 can be as low as 2. Blockwise sparse attention improved the vanilla

Transformer’s complexity by limiting the number of tokens each attends

to from 𝑛 (input length) to 𝑚 (block size) as seen in Table 6.2. As we keep

the encoding of blockwise attention, the 𝑚 improvement also applies to

our self-attention.

For the Pyramidion model, we narrow down the size of the representation

on the output of each chosen layer, leading to the exponential reduction

of memory consumption as the encoding proceeds. For example, when

pooling after every layer is considered, the total memory complexity

across 𝑙 layers would be

∑𝑝

𝑖=0
2
−𝑖𝑚𝑛𝑑 = (2 − 𝑘/𝑛)𝑚𝑛𝑑 where 𝑝 denotes

the number of passes 𝑝 = log
2
(𝑛/𝑘), assuming 𝑘 ≤ 𝑛 and 𝑛, 𝑘 ∈ {2𝑖 |

𝑖 ∈ ℤ+}. Hence, the effective complexity of all layers is lower than 2𝑚𝑛𝑑,

which means it is lower than 2 times the complexity of the full-size first

layer.
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Figure 6.4: Training time for different

model sizes of Vanilla Transformer, Block-

wise, and Pyramidion 8𝑘 → 512 with the

input sequence length of 8192 tokens. Pool-

ing is faster for models with 4 or more

layers, achieving up to 3.8𝑥 speedup for

16-layer Transformer. Scores of a 2-layer

version of these models do not differ sig-

nificantly.
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For the decoder cross-attention, the number of input representations

that 𝑡 target tokens can attend to is limited by 𝑘, thus decreasing the

memory complexity of cross attention from O(𝑡𝑛) to O(𝑡𝑘). Optimization

over quadratic sentence-length complexity is even more powerful and

needed on the decoder side, as O(𝑡𝑛) complexity hurts performance of

real-world applications based on auto-regressive decoding.

The blockwise attention itself reduces encoder complexity proportionally

to the number of chunks. We further reduce the decoder layer’s complexity

in Transpooler models by a factor of 𝑛/𝑘, thanks to representation pooling.

The Pyramidion we propose offers an additional improvement on the

encoder side, where time and memory consumption are reduced in

each of the consecutive layers compared to the Transformer featuring

blockwise attention. In other words, when 𝑏 denotes the number of

blocks, 𝑙 stands for the number of layers, and the sequence length is

halved in each layer, we reduce memory from 𝑏 + 𝑏 + ... + 𝑏 = 𝑙𝑏 to

𝑏 + 𝑏/2+ 𝑏/4+ ...+ 𝑏/(2𝑙) ≤ 2𝑏. Because the beneficial impact of pooling

accumulates, we are able to improve complexity from one that is linearly

dependent on 𝑙 to one that is constant, independent of 𝑙. In the further

DeepPyramidion’s experiments, we will proceed with a higher reduction

factor, where the length of a sequence is cut in four.

As a result, the Pyramidion achieves an effective self-attention time and

space complexity linear of 𝑛 and logarithmic of 𝑙. For comparison, other

sparse models such as, e.g., Linformer depend linearly on 𝑛 and linearly

on 𝑙. The analysis of Figure 6.4 found evidence that our method scales

well with an increasing number of layers. In the Experiment section,

we demonstrate that our model achieves a 2.5× computation reduction

in the encoder’s self-attention and a 16× reduction in the decoder’s

cross-attention comparing to blockwise baseline, while both models are

close to SOTA results on the task of long-document summarization. All

things considered, we introduce Pyramidion with sublinear complexity

that achieves remarkable results.

The advantage of our approach is that it complements all other pro-

posed sparsification techniques, thus paving a new interesting avenue of

potential research. It can be effortlessly applied in-between layers and

simultaneously with other improvements since representation pooling

addresses a different aspect of the attention’s complexity problem.
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6.5 Suitable Top-k Operator

The choice of the selection operator is challenging, as it has to be trainable

to instantiate a pooler. In case of the hard top-𝑘 operator, back-propagation

through the scores is impossible and prevents training the scoring

function. It could be seen as an extreme case of the vanishing gradient

problem. In this section we introduce a mechanism not prone to this

issue, while the Appendix C.1 is dedicated to a theoretical analysis of its

differential properties, from a geometrical point of view. The crux of our

approach is the Successive Halving Top-𝑘 selection mechanism that finds

𝑘 convex combinations of vector representations 𝐸𝑖 , dominated by those

achieving the highest scores 𝑣𝑖 (pseudocode available in the Appendix

A).
∗

The general idea is to perform a tournament soft selection, where

candidate vectors are compared in pairs (𝑖 , 𝑗), until only 𝑘 remained.

After each tournament’s round new 𝐸′ and 𝑣′ are computed as convex

combinations of these pairs with weights based on their respective scores.

Each new vector is calculated as:

𝐸′𝑖 = 𝑤𝑖𝐸𝑖 + 𝑤 𝑗𝐸 𝑗 ,

where the 𝑤𝑖 , 𝑤 𝑗 are the result of a peaked softmax over the scores 𝑣𝑖 , 𝑣 𝑗 .

Analogously, we use 𝑣′
𝑖
= 𝑤𝑖𝑣𝑖 + 𝑤 𝑗𝑣 𝑗 as the new-round’s scores.

Weights are calculated using a PeakedSoftmax function [29], increasing

the pairwise difference in scores between 𝑣𝑖 and 𝑣 𝑗 . One round halves

the number of elements in 𝐸 and 𝑣. We perform it iteratively unless the

size of 𝐸 and 𝑣 matches the chosen value of 𝑘.

To improve convergence towards selecting the real top-𝑘, it is desired

to permute 𝑣 and 𝐸 first. In our algorithm, we sort the vectors 𝐸𝑖 in

descending order of their scores 𝑣𝑖 and then put them into the tournament

in pairs of the form (𝑖 , 𝑛 + 1 − 𝑖). This method of pairing guarantees that

the weights 𝑤𝑖 depend monotonically on the scores 𝑣𝑖 , which is the main

motivation for using it.

Performance

In Figure 6.5 and 6.6 we show that our approach is highly similar to real

top-𝑘 for any given 𝑘, and is significantly faster than alternative solutions,

such as, e.g., iterative top-𝑘 selection. We assessed the performance of the

Successive Halving Top-𝑘 as compared to Goyal et al. [27] experimentally,

on randomly sampled matrices 𝐸 such that 𝐸𝑖 𝑗 ∼ U[−1, 1] and scores

𝑣𝑖 ∼ U[0, 1]. The selected 𝑘 top-scoring vectors were compared to the

real top-𝑘 selection using normalized Chamfer Cosine Similarity (nCCS)

as given:

𝑛𝐶𝐶𝑆 =
1

𝑘

𝑘∑
𝑖=1

max

𝑗∈[1,𝑘]
(cos(𝑦𝑖 , 𝑦 𝑗))

Additionally, we measured an average time for processing a batch of size

16 on the NVIDIA A100 GPU, and addressed the question of how both

algorithms differ in terms of speed (Figure 6.5) and quality (Figure 6.6),

depending on 𝑘 and 𝑛 choices. One can notice that the higher the choice

∗
Preliminary work regarding this method was previously presented in the form of a

Student Abstract. It is attached in an anonymous version for reviewers.
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Figure 6.5: Number of seconds required

to process a batch of sequences (𝑌-axis).

The lower the better. Results depending

on 𝑛 (𝑋-axis) for various values of 𝑘.
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Figure 6.6: Approximation quality (𝑌-axis)

in the 𝑛𝐶𝐶𝑆 metric. The higher the better.

Results depending on 𝑛 (𝑋-axis) for vari-

ous values of 𝑘.
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of 𝑘, the faster our algorithm is, and the slower is the iterative baseline

of Goyal et al. [27] as predicted by their complexities. Our solution’s

qualitative robustness is proven by achieving higher similarity to real

top-𝑘 for any given 𝑘. The score degrades as the number of rounds in the

tournament increases, as each round introduces additional noise.

To assess the importance of the sorting step, we removed it from the

algorithm and compared with the proposed top-k. The results suggests

that sorting is efficient and fast, as it is introduces average time overhead

of 7.3%, while allowing error to be reduced by 45.2% on average.
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Table 6.3: Scores, complexity and benchmark depending on maximum encoder and decoder lengths, as well as used sparsification

mechanism. All models features a two-layer encoder and a two-layer decoder, blocks of size 512. Results on arXiv summarization dataset

[30]. Arrow→ denotes a pooling operation additional to the one between encoder and decoder. Note, that for the vanilla Transformer

encoder lengths are equal to the decoder’s length, whereas Transpoolers and Pyramidions lower the number of representations passed

down to the decoder without the substantial quality decrese.

# Architecture

Lengths Time ROUGE

Encoder Decoder Training Inference R-1 R-2

1

Vanilla


512 512 0.13 4.23 28.1 8.3

2 2k 2k 0.60 5.77 38.2 14.0

3 8k 8k 4.46 13.27 41.8 16.1
4

Blockwise

{
2k 2k 0.31 5.28 38.6 14.1

5 8k 8k 0.85 11.49 41.9 16.7
6

Transpooler


2k 512 0.54 4.24 39.1 14.6

7 8k 512 1.44 4.28 41.8 16.4

8 8k 2k 1.26 5.51 42.7 16.7

9

LSH [8]


512 512 0.19 4.27 28.5 7.5

10 2k 2k 0.56 5.92 33.6 10.5

11 8k 8k 1.69 13.41 35.7 11.2

12

Efficient [12]


512 512 0.12 4.20 28.4 7.8

13 2k 2k 0.29 5.91 34.1 10.4

14 8k 8k 0.82 13.75 35.0 10.8

15

PoWER [15]


2k→ 1k 512 1.04 4.28 35.3 12.7

16 8k→ 2k 512 1.87 5.33 36.9 14.1

17 8k→ 4k 2k 2.06 6.92 42.0 16.5
18

Funnel [16]


2k→ 512 2k 0.61 4.01 38.6 14.3

19 8k→ 512 8k 1.78 4.03 41.8 16.5
20 8k→ 2k 8k 1.53 5.25 42.0 16.4

6.6 Evaluation

The main focus of the experiments was to understand how to employ

the Successive Halving Top-𝑘 operator within neural networks to build

models that have better training and inference time and are expressive

enough to achieve results comparable to state-of-the-art models. The

first experiment was specifically designed to compare to other sparse

Transformers and Vanilla baselines.

Choice of tasks. We demonstrate the benefit of pooling on the arXiv and

PubMed summarization datasets [30] available under Apache License

2.0 license. Both tasks demand text generation and have the highest

average input sequence length (6k and 3k words on average for arXiv

and PubMed respectively). Assuming an embedding of dimensionality

768, it is important to note that for inputs shorter than approx. 2𝑘 tokens,

more multiplications happen in the Transformer’s FFN layers than in the

attention layers. Hence, the validation of the sparsification mechanism

should be proved by showing that it works for longer inputs.

Time benchmarks. The average time of processing a batch of documents

is reported to evaluate the computational improvements experimentally.

Decoding experiments were synthetic with a forced fixed length of

512 output tokens to discount for the lower processing time of models
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predicting an earlier sequence end. We recorded time in seconds on

batches of size 64 and 8 for training and generation, respectively. Details

regarding the hyperparameters and test environment are reported in

Appendix C.2.

Ablations on input and decoder lengths. Table 6.3 presents evaluation

metrics and time benchmarks depending on encoder and decoder lengths,

as well as used sparsification mechanisms. At this stage, we use shallow

4-layer models to perform ablation studies and estimate each approach’s

strengths and weaknesses. We observe that all sparse models deliver

on the promise of accelerating training time over Vanilla Transformers

for longer sequences in this setup. Methods requiring the elimination of

word vectors scale well with the sequence length but incur additional

pooling costs, which may be notable for shorter sequences. Nevertheless,

inference time was significantly reduced only when methods eliminating

word vectors were employed. The introduction of blockwise attention

and pooling does not decrease scores while lowering the computational

cost. The detailed training procedure for all models is provided in

Appendix C.2.

Scaling deeper. In preliminary experiments it was estimated that the

fastest-to-train model that performs comparably to the Vanilla Trans-

former is the Blockwise Transformer. Here, we scale it to 6-layers in each

encoder and decoder and provide an interesting baseline for our model,

since Transpooler’s backbone is blockwise attention. We undertook the

empirical analysis of scaling Transpooler to many layers in Appendix C.2

and found that in order to balance performance and speed, it is crucial to

delay the first pooling and not to perform it directly on the first layer’s

output. It was also revealed that appending more layers at the end of

the encoder (after pooling) results in a negligible increase in time while

considerably improving scores. Both changes to the block size and reduc-

tion of the bottleneck harmed the performance. Thus, the data supports

the premise that the 6-layers encoder should consume 8𝑘 tokens on the

input and output representations of lengths 8𝑘, 8𝑘, 2𝑘, 512, 512, 512 after

each successive layer. We refer to this model as DeepPyramidion (note

that pooling happens twice in the encoder). The decoder also has six

layers, making our model directly comparable to the deeper Blockwise

Transformer. We confront DeepPyramidion with the Blockwise baseline

by training models from scratch on arXiv and PubMed datasets separately

and report results in comparison to the state-of-the-art summarization

models (Table 6.4).

Results. The evaluation of the data presented in Table 6.4 leads to

the unexpected conclusion that our Blockwise Transformer baseline,

despite its simplicity, is sufficient to outperform deeper, denser, and

additionally pretrained models that were recently reported as state-of-

the-art. We demonstrate that DeepPyramidion retains or improves the

performance of the competitive baseline we produced. The training time

speedup by 1.8× supports the notion that our model scales better to

long sequences, assuming deeper models. This result stands in line with

evidence in Figure 6.4. While our baseline Blockwise model reduces

the computational demand of self-attention in encoder by a factor of
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16× when comparing to Vanilla Transformer, it does not improve the

decoder’s computational complexity. It is interesting to highlight that

DeepPyramidion further lowers the cost of self-attention by 2.5× and

improves 16× over Blockwise’s cross-attention in the decoder, and leads

to overall 13× improvement in the number of multiplication operations

in the decoder. Time benchmarks show a 4.5× improvement in the

generation times for our method, proving how vital the improvement

in the decoder’s cross-attention complexity is for inference time.

DeepPyramidion achieves a ROUGE-2 score indistinguishable from

SOTA on arXiv and performs competitively on PubMeb. At the same time,

an entire DeepPyramidion costs five times less than a single Transformer

layer consuming 8𝑘 tokens. However, when comparing our results to

those of older studies, it must be pointed out that our models were trained

from scratch only on the targeted dataset, whereas prior works often base

on already pretrained models such as BART or RoBERTa and leverage

unsupervised training on additional datasets. On the contrary, a longer

input sequence was consumed by both Blockwise and DeepPyramidion,

which we speculate, is the reason for their strong performance.
†

Impact of longer inputs. The results achieved in our paper are com-

parable to other, much heavier, and more costly models due to two main

reasons, that will be briefly discussed below.

Firstly, to perform well on a long document summarization task, there

is a need to strike the right balance not only between the depth and

width of the network but also it is required for design optimization to

take into account the length of the input. All previous work seem to

underperform when considering all three factors, as they were designed

and optimized for shorter tasks and generally have more parameters,

denser computations, or even a hard limit on the range of positional

encoding. The authors were thus bounded by the maximal sequence

length of 512 or 1024 tokens. One can argue that within this prefix (corre-

sponding to the first 2-3 pages), any data point from the arXiv/PubMed

datasets (a scientific paper) usually provides enough information to

write a meaningful summary, but also, important details will be missing

to some degree. Hence, increasing the length of the input that can be

consumed on GPUs, at the price of using a shallower network, with

sparser computation, may be considered a better fit for the task.

Secondly, we think that pretraining in the Pyramidion’s case may be

disregarded due to an interesting “length exploiting hypothesis”. That is,

while we consume longer sequences on the input, the network learns more

efficiently, as more information is available, and thus, the training signal

is stronger. This can be convincingly portrayed in the case of embedding

layers, as during training they see many more words and sentences

from the chosen dataset, and hence, can provide more meaningful

representations to the further layers.

†
This view is supported by results of PoolingFormer that are concurrent to our work

[31]. Despite that, at first sight, the methods seem similar and the authors present an

interesting use of pooling in the attention, we argue that the mentioned model suffers

from several weaknesses that are not present in our work. First of all, in the PoolingFormer

model vectors are not removed from computations in further layers. Hence logarithmic

complexity of the number of layers does not apply. PoolingFormer’s approach suffers

from having three orders of magnitude more calculations than when a global pooling

based on scores of individual tokens is considered.
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Table 6.4: Comparison to SOTA on long document summarization tasks. Our models have no pretraining whereas † were initialized from

BART, ‡ – from RoBERTa,
∗

– from PEGASUS [31–34].

Architecture

arXiv PubMed

Params

Time

R-1 R-2 R-1 R-2 Train. Infer.

PoolingFormer† 48.47 20.23 – – >406M – –

HAT-BART† 46.74 19.19 48.25 21.35 >406M – –

BigBird-PEGASUS‡ 46.63 19.02 46.32 20.65 568M – –

Dancer PEGASUS
∗

45.01 17.60 46.34 19.97 568M – –

Blockwise (our baseline) 46.85 19.39 – – 124M 4.85 37.15

DeepPyramidion (our) 47.15 19.99 47.81 21.14 124M 2.71 8.12

One can think that making the most of already available domain texts

and consuming longer inputs is an advantageous approach to masked

pretraining on out-of-domain datasets. While the latter approach may

aid ‘general’ language understanding, it has insufficient transferability

potential to domain-specific document understanding (e.g., scientific or

medical texts).

To sum up, the Pyramidion has improvements that allow consuming

longer inputs cheaply, which turns out to be a way more cost-effective

strategy compared to other models. This aspect is crucial for achieving

strong results on the presented datasets.

6.7 Limitations and Social Impact

At this stage of understanding, we believe that sparsification based

on trainable pooling is unlikely to improve processing time for short

sequences specific to some NLP tasks, e.g., sentence-level Neural Machine

Translation. In addition, the score improvement may be attainable for

tasks characterized by at least an order of magnitude shorter outputs

than inputs, as it was previously shown on classification, or, as in the

case of this work, on summarization.

However, the extent to which it is possible to replace full-attention in

Transformer with the sparse attention we propose is unknown. However,

we argue that the benefits are visible starting from the inputs of length

2𝑘. As discussed earlier, 2𝑘 is a break-even point where more calculations

are needed for attention than for FFNs and projecting layers. As such,

we recommend applying sparsification methods on datasets featuring

sequences of length over that value. While we focus on the long end of the

possible inputs, one can continue our analysis, to find improvements that

work for shortest sequences, such as, e.g., concentrating on employing

lighter projection layers and FFNs or stacking more attention blocks.

Although our method is a hybrid extractive-abstractive, it does not

provide interpretable explanations to which specific representations

were selected as the pooling operates in the latent space. How to match

the selected vectors to the vocabulary tokens remains an open question.

Moreover, framing the trainable pooling for language modeling remains a

challenge to address in future works, especially as in this task the Markov

assumption may serve as a basis for competitive pooling heuristics.
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We did not consider Relative Positional Encoding in our work as pooling

mechanism is not trivially applicable with it and some generalization of

our method may be needed. In that case, as it demands more experiments

and proofs, we will leave the generalization of the pooling method for

future work.

Regarding the social impact and environmental sustainability, we actively

considered the Earth’s well-being by contributing a technique for reducing

the computational demand of recent Deep Learning models. Our near-

state-of-the-art DeepPyramidion model costs us 3 days of training on 8

NVIDIA A100 GPUs. Shallow models featuring trainable pooling were

finished in about 2 days each, given the same hardware. Blockwise

baselines cost us about 3.5𝑥 the price of respective pooling methods. The

most prolonged training of the 8𝑘 Vanilla Transformer lasted for about

2 weeks. The total cost of training the models covered in this paper is

about 2 months on the mentioned hardware, plus an additional month

for models and ablations described in the appendices.

We roughly estimate that it is between half and one-fourth of the total

computation spent, including false runs, unpublished work, and initial

experiments. The dataset preparation took less than 10 hours on 1 CPU.

We are releasing our code and models on MIT license.

6.8 Summary

We propose representation pooling as a method to reduce the complex-

ity of Transformer encoder-decoder models. Specifically, we optimize

self-attention complexity and address the decoder’s cross-attention com-

plexity optimization, which has so far not been widely acknowledged by

the research community. Moreover, the DeepPyramidion we introduced

establishes results comparable to state-of-the-art, outperforming not only

other systems relying on progressive word-vector elimination but also

deeper, denser, and additionally pretrained models.

We tackle the problem by introducing a novel method of applying

successive halving to a model’s input in a tournament style. It is a

theoretical improvement over existing approaches in terms of both

computational complexity and approximation quality. Trainable Top-k

selection allows to train scorer for a task and outperforms other pooling

methods.

From the summarization task’s point of view, the proposed end-to-end

model is a significant theoretical improvement over the previous systems,

where the extractive model was trained independently of the abstractive

one. In contrast, our mechanism does not require the introduction of an

additional training objective or training stage.

Our approach can be easily applied to other problems from Natural

Language Processing and Computer Vision. E.g., in a recent work later

than ours, Multiscale Vision Transformers were proposed. These, simi-

larly to our Pyramidion model, introduce the bottleneck gradually along

the encoding process of videos and images, leading to better results,

and complexity [35]. As it comes to Natural Language Processing, possi-

ble applications include Key Information Extraction, Machine Reading
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Comprehension, and Question Answering in scenarios where encoder-

decoder models struggle or would struggle with input sequence length

(see, e.g., Choi et al., Townsend et al., Kociský et al. [36–38]). We are

looking forward to seeing these opportunities exploited.

To facilitate replication and future research, we release source code and

data used in our experiments.
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Abstract. We address the challenging problem of Natural Language

Comprehension beyond plain-text documents by introducing the

TILT neural network architecture which simultaneously learns layout

information, visual features, and textual semantics. Contrary to pre-

vious approaches, we rely on a decoder capable of unifying a variety

of problems involving natural language. The layout is represented as

an attention bias and complemented with contextualized visual infor-

mation, while the core of our model is a pretrained encoder-decoder

Transformer.

Our novel approach achieves state-of-the-art results in extracting

information from documents and answering questions which demand

layout understanding (DocVQA, CORD, WikiOps, SROIE). At the

same time, we simplify the process by employing an end-to-end

model.

7.1 Introduction

Most tasks in Natural Language Processing (NLP) can be unified under

one framework by casting them as triplets of the question, context, and

answer [2–4]. We consider such unification of Document Classification,

Key Information Extraction, and Question Answering in a demanding

scenario where context extends beyond the text layer. This challenge

is prevalent in business cases since contracts, forms, applications, and

invoices cover a wide selection of document types and complex spatial

layouts.

Importance of Spatio-Visual Relations

The most remarkable successes achieved in NLP involved models that

map raw textual input into raw textual output, which usually were

provided in a digital form. An important aspect of real-world oriented
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Figure 7.1: The same document perceived

differently depending on modalities. Re-

spectively: its visual aspect, spatial rela-

tionships between the bounding boxes of

detected words, and unstructured text re-

turned by OCR under the detected reading

order.

95 90 PERCENT

MORTALITY 70

90-DOSE TEST

70 50 30 10 5

Table 7.1: Comparison of extraction tasks.

Expected values are always present in a

substring of a document in NER, but not

elsewhere. Our estimation.

Task Annotation Exact match Layout

CoNLL 2003 word-level 100% −
SROIE

 document-level

93% +
WikiReading 20% −
Kleister 27% +

problems is the presence of scanned paper records and other analog

materials that became digital.

Consequently, there is no easily accessible information regarding the

document layout or reading order, and these are to be determined as part

of the process. Furthermore, interpretation of shapes and charts beyond

the layout may help answer the stated questions. A system cannot rely

solely on text but requires incorporating information from the structure

and image.

Thus, it takes three to solve this fundamental challenge — the extraction

of key information from richly formatted documents lies precisely at

the intersection of NLP, Computer Vision, and Layout Analysis (Fig-

ure 7.1). These challenges impose extra conditions beyond NLP that we

sidestep by formulating layout-aware models within an encoder-decoder

framework.

Limitations of Sequence Labeling

Sequence labeling models can be trained in all cases where the token-

level annotation is available or can be easily obtained. Limitations of this

approach are strikingly visible on tasks framed in either key information

extraction or property extraction paradigms [5, 6]. Here, no annotated

spans are available, and only property-value pairs are assigned to the

document. Occasionally, it is expected from the model to mark some

particular subsequence of the document. However, problems where the

expected value is not a substring of the considered text are unsolvable

assuming sequence labeling methods (Table 7.1). As a result, authors

applying state-of-the-art entity recognition models were forced to rely

on human-made heuristics and time-consuming rule engineering.

Particular problems one has to solve when employing a sequence-labeling

method can be divided into three groups. We investigate them below to

precisely point out the limitations of this approach.

Take, for example, the total amount assigned to a receipt in the SROIE

dataset [5]. Suppose there is no exact match for the expected value in

the document, e.g., due to an OCR error, incorrect reading order or the

use of a different decimal separator. Unfortunately, a sequence labeling

model cannot be applied off-the-shelf. Authors dealing with property
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extraction rely on either manual annotation or the heuristic-based tagging

procedure that impacts the overall end-to-end results [7–12]. Moreover,

when receipts with one item listed are considered, the total amount is

equal to a single item price, which is the source of yet another problem.

Precisely, if there are multiple matches for the value in the document, it

is ambiguous whether to tag all of them, part or none.

Another problem one has to solve is which and how many of the de-

tected entities to return, and whether to normalize the output somehow.

Consequently, the authors of Kleister proposed a set of handcrafted rules

for the final selection of the entity values [8]. These and similar rules are

either labor-intensive or prone to errors [13].

Finally, the property extraction paradigm does not assume the requested

value appeared in the article in any form since it is sufficient for it to be

inferable from the content, as in document classification or non-extractive

question answering [6].

Resorting to Encoder-Decoder Models

Since sequence labeling-based extraction is disconnected from the final

purpose the detected information is used for, a typical real-world scenario

demands the setting of Key Information Extraction.

To address this issue, we focus on the applicability of the encoder-decoder

architecture since it can generate values not included in the input text

explicitly [14] and performs reasonably well on all text-based problems

involving natural language [15]. Additionally, it eliminates the limitation

prevalent in sequence labeling, where the model output is restricted by

the detected word order, previously addressed by complex architectural

changes (Section 7.2).

Furthermore, this approach potentially solves all identified problems of

sequence labeling architectures and ties various tasks, such as Question

Answering or Text Classification, into the same framework. For example,

the model may deduce to answer yes or no depending on the question

form only. Its end-to-end elegance and ease of use allows one to not

rely on human-made heuristics and to get rid of time-consuming rule

engineering required in the sequence labeling paradigm.

Obviously, employing a decoder instead of a classification head comes

with some known drawbacks related to the autoregressive nature of

answer generation. This is currently investigated, e.g., in the Neural

Machine Translation context, and can be alleviated by methods such

as lowering the depth of the decoder [16, 17]. However, the datasets

we consider have target sequences of low length; thus, the mentioned

decoding overhead is mitigated.

7.2 Related Works

We aim to bridge several fields, with each of them having long-lasting

research programs; thus, there is a large and varied body of related

works. We restrict ourselves to approaches rooted in the architecture

of Transformer [18] and focus on the inclusion of spatial information
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Figure 7.2: Our work in relation to encoder-

decoder models, multi-modal transform-

ers, and models for text that are able to

comprehend spatial relationships between

words.

Encoder
-decoder

Spatial

Multi-modal

LayoutLM

Our work

LAMBERT

BERTgrid

T5

BART

VisualBERT VL-BERT

or different modalities in text-processing systems, as well as on the

applicability of encoder-decoder models to Information Extraction and

Question Answering.

Spatial-aware Transformers.

Several authors have shown that, when tasks involving 2D documents are

considered, sequential models can be outperformed by considering layout

information either directly as positional embeddings [7, 9, 19] or indirectly

by allowing them to be contextualized on their spatial neighborhood

[20–22]. Further improvements focused on the training and inference

aspects by the inclusion of the area masking loss function or achieving

independence from sequential order in decoding respectively [10, 23].

In contrast to the mentioned methods, we rely on a bias added to self-

attention instead of positional embeddings and propose its generalization

to distances on the 2D plane. Additionally, we introduce a novel word-

centric masking method concerning both images and text. Moreover, by

resorting to an encoder-decoder, the independence from sequential order

in decoding is granted without dedicated architectural changes.

Encoder-decoder for IE and QA.

Most NLP tasks can be unified under one framework by casting them

as Language Modeling, Sequence Labeling or Question Answering [24,

25]. The QA program of unifying NLP frames all the problems as

triplets of question, context and answer [2–4] or item, property name

and answer [14]. Although this does not necessarily lead to the use of

encoder-decoder models, several successful solutions relied on variants

of Transformer architecture [6, 15, 18, 26]. The T5 is a prominent example

of large-scale Transformers achieving state-of-the-art results on varied

NLP benchmarks [15]. We extend this approach beyond the text-to-text

scenario by making it possible to consume a multimodal input.
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Multimodal Transformers.

The relationships between text and other media have been previously

studied in Visual Commonsense Reasoning, Video-Grounded Dialogue,

Speech, and Visual Question Answering [27–29]. In the context of im-

ages, this niche was previously approached with an image-to-text cross-

attention mechanism, alternatively, by adding visual features to word em-

beddings or concatenating them [7, 30–33]. We differ from the mentioned

approaches, as in our model, visual features added to word embeddings

are already contextualized on an image’s multiple resolution levels (see

Section 7.3).
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(A) Vanilla Transformer (B) T5 Architecture

KQ V

(C) Our model

Pairwise
1+2D

distances

Semantics Contextualized
Vision

×

×+

+

Sequential
word index

KQ V

Semantics

×

×

+

KQ V

Pairwise
sequential
distances

Semantics

×

×+

Figure 7.3: (A) In the original Transformer, information about the order of tokens is provided explicitly to the model by positional

embeddings added to semantic embeddings. (B) T5 introduces sequential bias, thus separating semantics from sequential distances. (C) We

maintain this clear distinction, extending biases with spatial relationships and providing additional image semantics at the input.
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Amount: 100.00

2020 

 

relative
distance

Figure 7.4: Document excerpt with distin-

guished vertical buckets for the Amount
token.

7.3 Model Architecture

Our starting point is the architecture of the Transformer, initially proposed

for Neural Machine Translation, which has proven to be a solid baseline

for all generative tasks involving natural language [18].

Let us begin from the general view on attention in the first layer of the

Transformer. If 𝑛 denotes the number of input tokens, resulting in a

matrix of embeddings 𝑋, then self-attention can be seen as:

softmax

(
𝑄𝑋𝐾

⊤
𝑋√

𝑛
+ 𝐵

)
𝑉𝑋 (7.1)

where 𝑄𝑋 , 𝐾𝑋 and 𝑉𝑋 are projections of 𝑋 onto query, keys, and value

spaces, whereas 𝐵 stands for an optional attention bias. There is no 𝐵

term in the original Transformer, and information about the order of

tokens is provided explicitly to the model, that is:

𝑋 = 𝑆 + 𝑃 𝐵 = 0𝑛×𝑑

where 𝑆 and 𝑃 are respectively the semantic embeddings of tokens and

positional embedding resulting from their positions [18]. 0𝑛×𝑑 denote a

zero matrix.

In contrast to the original formulation, we rely on relative attention biases

instead of positional embeddings. These are further extended to take

into account spatial relationships between tokens (Figure 7.3).

Spatial Bias

Authors of the T5 architecture disregarded positional embeddings [15],

by setting 𝑋 = 𝑆. They used relative bias by extending self-attention’s

equation with the sequential bias term 𝐵 = 𝐵1D
, a simplified form of

positional signal inclusion. Here, each logit used for computing the

attention head weights has some learned scalar added, resulting from

corresponding token-to-token offsets.

We extended this approach to spatial dimensions. In our approach, biases

for relative horizontal and vertical distances between each pair of tokens

are calculated and added to the original sequential bias, i.e.:

𝐵 = 𝐵1D + 𝐵H + 𝐵V

Such bias falls into one of 32 buckets, which group similarly-distanced

token-pairs. The size of the buckets grows logarithmically so that greater

token pair distances are grouped into larger buckets.

Contextualized Image Embeddings

Contextualized Word Embeddings are expected to capture context-

dependent semantics and return a sequence of vectors associated with

an entire input sequence [34]. We designed Contextualized Image Embed-

dings with the same objective, i.e., they cover the image region semantics

in the context of its entire visual neighborhood.
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Figure 7.5: Truncated U-Net network. ■
conv ■ max-pool ■ up-conv ■
residual

Visual features.

To produce image embeddings, we use a convolutional network that

consumes the whole page image of size 512×384 and produces a feature

map of 64×48×128. We rely on U-Net as a backbone visual encoder

network [35] since this architecture provides access to not only the

information in the near neighborhood of the token, such as font and style

but also to more distant regions of the page, which is useful in cases

where the text is related to other structures, i.e., is the description of a

picture. This multi-scale property emerges from the skip connections

within chosen architecture (Figure 7.5). Then, each token’s bounding box

is used to extract features from U-Net’s feature map with ROI pooling

[36]. The obtained vector is then fed into a linear layer which projects it

to the model embedding dimension.

Embeddings.

In order to inject visual information to the Transformer, a matrix of contex-

tualized image-region embeddings𝑈 is added to semantic embeddings,

i.e. we define

𝑋 = 𝑆 +𝑈

in line with the convention from Section 7.3 (see Figure 7.3).

7.4 Regularization Techniques

In the sequence labeling scenario, each document leads to multiple train-

ing instances (token classification), whereas in Transformer sequence-to-

sequence models, the same document results in one training instance with

feature space of higher dimension (decoding from multiple tokens).

Since most of the tokens are irrelevant in the case of Key Information

Extraction and contextualized word embeddings are correlated by de-

sign, one can suspect our approach to overfit easier than its sequence

labeling counterparts. To improve the model’s robustness, we introduced

a regularization technique for each modality.

Case Augmentation.

Subword tokenization [37, 38] was proposed to solve the word sparsity

problem and keep the vocabulary at a reasonable size. Although the

algorithm proved its efficiency in many NLP fields, the recent work
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showed that it performs poorly in the case of an unusual casing of text [39],

for instance, when all words are uppercased. The problem occurs more

frequently in formated documents (FUNSD, CORD, DocVQA), where the

casing is an important visual aspect. We overcome both problems with a

straightforward regularization strategy, i.e., produce augmented copies

of data instances by lower-casing or upper-casing both the document

and target text simultaneously.

Spatial Bias Augmentation.

Analogously to Computer Vision practices of randomly transforming

training images, we augment spatial biases by multiplying the horizontal

and vertical distances between tokens by a random factor. Such transfor-

mation resembles stretching or squeezing document pages in horizontal

and vertical dimensions. Factors used for scaling each dimension were

sampled uniformly from range [0.8, 1.25].

Affine Vision Augmentation.

To account for visual deformations of real-world documents, we augment

images with affine transformation, preserving parallel lines within an

image but modifying its position, angle, size, and shear. When we

perform such modification to the image, the bounding box of every

token is updated accordingly. The exact hyperparameters were subject to

an optimization. We use 0.9 probability of augmenting and report the

following boundaries for uniform sampling work best: [−5, 5] degrees for

rotation angle, [−5%, 5%] for translation amplitude, [0.9, 1.1] for scaling

multiplier, [−5, 5] degrees for the shearing angle.

7.5 Experiments

Our model was validated on series of experiments involving Key In-

formation Extraction, Visual Question Answering, classification of rich

documents, and Question Answering from layout-rich texts. The follow-

ing datasets represented the broad spectrum of tasks and were selected

for the evaluation process (see Table 7.2 for additional statistics).

Datasets.

The CORD dataset [40] includes images of Indonesian receipts collected

from shops and restaurants. The dataset is prepared for the information

extraction task and consists of four categories, which fall into thirty

subclasses. The main goal of the SROIE dataset [5] is to extract values

for four categories (company, date, address, total) from scanned receipts.

The DocVQA dataset [41] is focused on the visual question answering

task. The RVL-CDIP dataset [42] contains gray-scale images and assumes

classification into 16 categories such as letter, form, invoice, news article,

and scientific publication. The WikiOps dataset [43] consists of tables

extracted from Wikipedia and natural language questions corresponding

to them. Each has an operand information assigned. For DocVQA, we
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Table 7.2: Comparison of datasets considered for supervised pretraining and evaluation process. Statistics given in thousands of documents

or questions.

Dataset Data type Image Docs (k) Questions (k)

CORD [40] receipts + 1.0 —

SROIE [5] receipts + 0.9 —

DocVQA [41] industry documents + 12.7 50.0

RVL-CDIP [42] industry documents + 400.0 —

WikiOps [43] Wikipedia tables − 24.2 80.7

DROP [44] 
Wikipedia pages

− 6.7 96.5

QuAC [45] − 13.6 98.4

SQuAD 1.1 [46] − 23.2 107.8

TyDi QA [47] − 204.3 204.3

Natural Questions [48] − 91.2 111.2

CoQA [49] various sources − 8.4 127.0

RACE [50] English exams − 27.9 97.7

QASC [51] school-level science − — 10.0

FUNSD [52] RVL-CDIP forms + 0.1 —

Infographics VQA infographics + 4.4 23.9

TextCaps [53] Open Images + 28.4 —

DVQA [54] synthetic bar charts + 300.0 3487.2

FigureQA [55] synthetic, scientific + 140.0 1800.0

TextVQA [56] Open Images + 28.4 45.3

1: http://www.industrydocuments.

ucsf.edu/

relied on Amazon Textract OCR; for RVL-CDIP, we used Microsoft Azure

OCR, and for WikiOps, SROIE and CORD, we depended on the original

OCR.

Training Procedure

The training procedure consists of three steps. First, the model is ini-

tialized with vanilla T5 model weights and is pretrained on numerous

documents in an unsupervised manner. It is followed by training on a

set of selected supervised tasks. Finally, the model is finetuned solely

on the dataset of interest. We trained two size variants of TILT models,

starting from T5-Base and T5-Large models. Our models grew to 230M

and 780M parameters due to the addition of Visual Encoder weights.

Unsupervised Pretraining.

We constructed a corpus of documents with rich structure, based on

RVL-CDIP (275k docs), UCSF Industry Documents Library (480k),
1

and

PDF files from Common Crawl (350k). The latter were filtered according

to the score obtained from a simple SVM business document classifier.

Then, a T5-like masked language model pretraining objective is used,

but in a salient span masking scheme, i.e., named entities are preferred

rather than random tokens [15, 57]. Additionally, regions in the image

corresponding to the randomly selected text tokens are masked with the

probability of 80%. Models are trained for 100, 000 steps with batch size

of 64, AdamW optimizer and linear scheduler with an initial learning

rate of 2𝑒 − 4.

http://www.industrydocuments.ucsf.edu/
http://www.industrydocuments.ucsf.edu/
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Dataset Batch size Steps Learning rate Scheduler

SROIE 8 6,200 1e-4 constant

WikiOps 64 4,200 1e-4 constant

DocVQA 64 100,000 2e-4 linear

CORD 8 36,000 2e-4 linear

RVL-CDIP 1,024 12,000 1e-3 linear

Table 7.3: Parameters used during the fine-

tuning on a downstream task.

Supervised Training.
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Figure 7.6: Scores on CORD, DocVQA,

SROIE, WikiOps and RVL-CDIP com-

pared to the baseline without supervised

pretraining. The numbers represent the

differences in the metrics, orange text de-

note datasets chosen for the final super-

vised pretraining run.

To obtain a general-purpose model which can reason about documents

with rich layout features, we constructed a dataset relying on a large

group of tasks, representing diverse types of information conveyed by

a document (see Table 7.2 for datasets comparison). Datasets, which

initially had been plain-text, had their layout produced, assuming some

arbitrary font size and document dimensions. Some datasets, such as

WikiTable Questions, come with original HTML code – for the others, we

render text alike. Finally, an image and computed bounding boxes of all

words are used.

At this stage, the model is trained on each dataset for 10,000 steps or 5

epochs, depending on the dataset size: the goal of the latter condition

was to avoid a quick overfitting.

We estimated each dataset’s value concerning a downstream task, as-

suming a fixed number of pretraining steps followed by finetuning. The

results of this investigation are demonstrated in Figure 7.6, where the

group of WikiTable, WikiOps, SQuAD, and infographicsVQA performed

robustly, convincing us to rely on them as a solid foundation for further

experiments.

Model pretrained in unsupervised, and then supervised manner, is at

the end finetuned for two epochs on a downstream task with AdamW

optimizer and hyperparameters presented in Table 7.3.

Results

The TILT model achieved state-of-the-art results on four out of five

considered tasks (Table 7.4). We have confirmed that unsupervised layout-

and vision-aware pretraining leads to good performance on downstream

tasks that require comprehension of tables and other structures within the

documents. Additionally, we successfully leveraged supervised training

from both plain-text datasets and these involving layout information.
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Table 7.4: Results of previous state-of-the-art methods in relation to our base and large models. Bold indicates the best score in each category.

All results on the test set.

CORD SROIE DocVQA WikiOps RVL-CDIP

Model F1 F1 ANLS Accuracy Accuracy

LayoutLMv2 [11] 96.01 97.81 86.72 — 95.64
LAMBERT [9] 96.06 98.17 — — —

NeOp [43] — — — 59.50 —

TILT-Base 95.11 97.65 83.92 69.16 95.25

TILT-Large 96.33 98.10 87.05 73.80 95.52

2: Per-category test set scores are avail-

able after submission on the competi-

tion web page: https://rrc.cvc.uab.

es/?ch=17&com=evaluation&task=1.

DocVQA.

We improved SOTA results on this dataset by 0.33 points. Moreover,

detailed results show that model gained the most in table-like categories,

i.e., forms (89.5 → 94.6) and tables (87.7 → 89.8), which proved its ability

to understand the spatial structure of the document. Besides, we see

a vast improvement in the yes/no category (55.2 → 69.0).
2

In such a

case, our architecture generates simply yes or no answer, while sequence

labeling based models require additional components such as an extra

classification head. We noticed that model achieved lower results in the

image/photo category, which can be explained by the low presence of

image-rich documents in our datasets.

RVL-CDIP.

Part of the documents to classify does not contain any readable text.

Because of this shortcoming, we decided to guarantee there are at least

16 image tokens that would carry general image information. Precisely,

we act as there were tokens with bounding boxes covering 16 adjacent

parts of the document. These have representations from U-Net, exactly

as they were regular text tokens. Our model places second, 0.12 below

the best model, achieving the similar accuracy of 95.52.

CORD.

Since the complete inventory of entities is not present in all examples, we

force the model to generate a None output for missing entities. Our model

achieved SOTA results on this challenge and improved the previous best

score by 0.3 points. Moreover, after the manual review of the model

errors, we noticed that model’s score could be higher since the model

output and the reference differ insignificantly e.g. "2.00 ITEMS" and

"2.00".

SROIE.

Following the same evaluation procedure as the top submission (LAM-

BERT), we excluded OCR mismatches and fixed total entity annotations

discrepancies. We achieved results indistinguishable from the SOTA

(98.10 vs. 98.17). Significantly better results are impossible due to ocr

mismatches in the test-set.

https://rrc.cvc.uab.es/?ch=17&com=evaluation&task=1
https://rrc.cvc.uab.es/?ch=17&com=evaluation&task=1
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Model Score Relative change

TILT-Base 82.9 ± 0.3 —

– Spatial Bias 81.1 ± 0.2 −1.8
– Visual Embeddings 81.2 ± 0.3 −1.7
– Case Augmentation 82.2 ± 0.3 −0.7
– Spatial Augmentation 82.6 ± 0.4 −0.3
– Vision Augmentation 82.8 ± 0.2 −0.1

Table 7.5: Results of ablation study. The

minus sign indicates removal of the men-

tioned part from the base model.

7.6 Ablation study

In the following section, we analyze the design choices in our architecture,

considering the base model pretrained in an unsupervised manner and

the same hyperparameters for each run. The DocVQA was used as the

most representative and challenging for Document Intelligence since

its leaderboard reveals a large gap to human performance. We report

average results over two runs of each model varying only in the initial

random seed to account for the impact of different initialization and data

order [58].

Significance of Modalities.

We start with the removal of the 2D layout positional bias. Table 7.5

demonstrates that information that allows models to recognize spa-

tial relations between tokens is a crucial part of our architecture. It

is consistent with the previous works on layout understanding [9, 11].

Removal of the UNet-based convolutional feature extractor results in

a less significant ANLS decrease than the 2D bias. This permits the

conclusion that contextualized image embeddings are beneficial to the

encoder-decoder.

Justifying Regularization.

Aside from removing modalities from the network, we can also exclude

regularization techniques. To our surprise, the results suggest that the

removal of case augmentation decreases performance most severely. Our

baseline is almost one point better than the equivalent non-augmented

model. Simultaneously, model performance tends to be reasonably in-

sensitive to the bounding boxes’ and image alterations. It was confirmed

that other modalities are essential for the model’s success on real-world

data, whereas regularization techniques we propose slightly improve the

results, as they prevent overfitting.

7.7 Summary

In this paper, we introduced a novel encoder-decoder framework for

layout-aware models. Compared to the sequence labeling approach, the

proposed method achieved better results while operating in an end-to-end

manner. Moreover, the framework can handle various tasks such as Key

Information Extraction, Question Answering or Document Classification,
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while the need for complicated preprocessing and postprocessing steps

is eliminated. We established state-of-the-art results on three datasets

(DocVQA, CORD, WikiOps) and performed on par with the previous

best scores on SROIE and RVL-CDIP, albeit having a much simpler

workflow.

Spatial and image enrichment of the Transformer model allowed the

TILT to combine information from text, layout, and image modalities. We

showed that the proposed regularization methods significantly improve

the results.
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Abstract. This paper investigates various Transformer architectures on

the WikiReading Information Extraction and Machine Reading Com-

prehension dataset. The proposed dual-source model outperforms

the current state-of-the-art by a large margin.

Next, we introduce WikiReading Recycled—a newly developed public

dataset, and the task of multiple-property extraction. It uses the same

data as WikiReading but does not inherit its predecessor’s identified

disadvantages.

In addition, we provide a human-annotated test set with diagnostic

subsets for a detailed analysis of model performance.

8.1 Introduction

The emergence of attention-based models has revolutionized Natural

Language Processing [2]. Pretraining these models on large corpora

like BookCorpus [3] has been shown to yield a reliable and robust base

for downstream tasks. These include Natural Language Inference [4],

Question Answering [5], Named Entity Recognition [6–8], and Property

Extraction [9].

The creation of large supervised datasets often comes with trade-offs,

such as one between the quality and quantity of data. For instance, the

WikiReading dataset [9] has been created in such a way that WikiData

annotations were treated as the expected answers for related Wikipedia

articles. However, the above datasets were created separately, and the

information content of both sources overlaps only partially. Hence, the

resulting dataset may contain noise.

The best models can achieve results better than the human baseline across

many NLP datasets such as MSCQAs [10], STS-B, QNLI [11], CoLA or

MRPC [12]. However, as a consequence of different kinds of noise in the

data, they rarely maximize the score metric [13]. While current work

in NLP is focused on preparing new datasets, we regard recycling the

current ones as equally important as creating a new one. Thus, after

outperforming previous state-of-the-art on WikiReading, we investigated
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1: https://github.com/applicaai/

multi-property-extraction

the dataset’s weaknesses and created an entirely new, more challenging

Multi-Property Extraction task with improved data splits and a reliable,

human-annotated test set.

Contribution. The specific contributions of this work are the following.

We analyzed the WikiReading dataset and pointed out its weaknesses.

We introduced a Multi-Property Extraction task by creating a new dataset:

WikiReading Recycled. Our dataset contains a human-annotated test

set, with multiple subsets aimed to benchmark qualities such as general-

ization on unseen properties. We introduced a Mean-Multi-Property-𝐹1

score suited for the new Multi-Property Extraction task. We evaluated

previously used architectures on both datasets. Furthermore, we showed

that pretrained transformer models (Dual-Source RoBERTa and T5) beat

all other baselines. The new dataset and all the models mentioned in the

present paper were made publicly available on GitHub.
1

8.2 Related Work

Early work in relation extraction revolves around problems crafted using

distant supervision methods, which are semi-supervised methods that

automatically label pools of unlabeled data [14]. In contrast, many

QA datasets were created through crowd-sourcing, where annotators

were asked to formulate questions with answers that require knowledge

retrieval and information synthesis. One of the most popular QA datasets

is Wikipedia-based SQUAD, where an instance consists of a human-

formulated question, and an encyclopedic reading passage used to base

the answer on [15]. Another crowd-sourced dataset that profoundly

influenced Natural Language Inference research is SNLI [4]—a three-

way semantics-based classification of a relation between two different

sentences.

Both SQUAD and SNLI are large-scale Machine Reading Comprehension

(MRC) tasks, but they cannot be treated as Property Extraction as defined

in Section 8.3; hence they are not considered in this paper. Similarly,

some MRC problems framed in TREC tracks, such as Conversational

Assistance or Question Answering, are beyond the scope of this paper [16,

17].

Hewlett et al. [9] proposed the WikiReading dataset that consists of

a Wikipedia article and related WikiData statement. No additional anno-

tation work was performed, yet the resulting dataset was of presumably

high reliability. Nevertheless, we consider an additional human anno-

tation to be desired (Section 8.4). Alongside the dataset, a property

Table 8.1: Comparison of NLP tasks on text comprehension and information extraction. More differences between WR and WRR were

outlined in Table 8.3.

Dataset Task Input Output

SNLI Natural Language Inference two sentences relation between the sentences

SQUAD Question Answering article, question answer to the question

WiNER Named Entity Recognition article annotated named entities

WR Property Extraction article, property value of the property

WRR (ours) Multi-Property Extraction article, properties values of the properties

https://github.com/applicaai/multi-property-extraction
https://github.com/applicaai/multi-property-extraction
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extraction task was introduced. The idea behind it is to read an article

given a property name and to infer the associated value from the article.

The property extraction paradigm is described in detail in Section 8.3,

whereas a brief comparison to related datasets is presented in Table 8.1.

Initially, the best-performing model used placeholders to allow rewriting

out-of-vocabulary words to the output. Next, Choi et al. [18] presented

a reinforcement learning approach that improved results on a challenging

subset of the 10% longest articles. This framework was extended by Wang

and Jin [19] with a self-correcting action that removes the inaccurate

answer from the answer generation module and continues to read.

Hewlett et al. [20] hold the state-of-the-art on WikiReading with their

proposition of SWEAR that attends over a sliding window’s represen-

tations to reduce documents to one vector from which another GRU

network generates the answer [21]. Additionally, they evaluated a strong

semi-supervised solution on a randomly sampled 1% subset of WikiRead-

ing.

To the best of our knowledge, no authors validated Transformer-based

models on WikiReading and pretrained encoders.

8.3 Property Extraction

Let a property denote any query for which a system is expected to return

an answer from given text. Examples include country of citizenship for

a biography provided as an input text, or architect name for an article

regarding the opening of a new building. Contrary to QA problems,

a query is not formulated as a question in natural language but rather

as a phrase or keyword. We use the term value when referring to a valid

answer for the stated query. Some properties have multiple valid answers;

thus, multiple values are expected. Examine the case of Johann Sebastian

Bach’s biography for which property sister has eight values. We will refer

to any task consisting of a tuple (properties, text) for which values are to

be provided as a property extraction task.

The biggest publicly available dataset for property extraction is WikiRead-

ing [9]. The dataset combines articles from Wikipedia with Wikidata

information. The dataset is of great value; however, several flaws can be

identified. First, more than 95% of articles in the test set appeared in the

train set (Table 8.2). Second, the unjustifiably large size of the test set is

a substantial obstacle for running experiments. For instance, it takes 50

hours to process the test set using a Transformer model such as T5SMALL

on a single NVidia V100 GPU. Finally, WikiReading assumes that every

value in the test set can be determined on the basis of a given article. As

shown later, this is not the case for 28% of values.

Data split Size In train %

Validation set 1,452,591 1,374,820 94.65

Test set 821,409 780,639 95.04

Table 8.2: The size of WikiReading splits

(Size) and number of articles leaked from

the train set as an absolute value or per-

centage.
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Towards Multi-Property Extraction

In the Multi-Property Extraction (MPE) scenario we propose, the system

is expected to return values for multiple properties at once. Hence, can

be considered a generalization of a single-property extraction task as it

can be easily formulated as such. Thus, MPE is reverse-compatible with

the single-property extraction, and it is still possible to evaluate models

trained in the single-property setting.

Many arguments can be considered in favor of framing the problem as

MPE. In a typical business scenario, multiple properties are expected to

be extracted from a given document. The bulk inference requires a lower

computational budget by a factor proportional to the mean number

of properties per article, which makes MPE preferable. Moreover, one

can expect that systems trained in such a way will manifest emergent

properties resulting from the interaction between properties themselves.

Consider the set of property-value pairs:

date of birth: 1915-01-12, date of death: 1979-05-02, place of birth:

Saint Petersburg

already predicted by an autoregressive model. It is in principle possible

to answer:

country of citizenship: Russian Empire, country of citizenship:

Soviet Union

using the earlier predicted pairs only. This phenomenon emerges if the

model (or person) learned the relationships between years, administrative

boundaries of the city, and the transformation of the Russian Empire

into a communist state that occurred in the meantime. Although no such

reasoning is required and the problem can be solved by memorizing

related co-occurrence patterns, we intend to achieve the mentioned

emergent properties.

8.4 WikiReading Recycled: Novel Dataset for
Multi-Property Extraction

The comparison to existing datasets and shared tasks is briefly presented

in Table 8.1, whereas Table 8.3 focuses on selected differences between

WikiReading Recycled and WikiReading.

Table 8.3: Selected differences between

WR and WRR. Both metrics are described

in Section 8.6.

Feature WR WRR

Base unit property article

Examples 18.6M 4.1M

Properties/example 1 4.5

Metric M-𝐹1 MMP-𝐹1

Human-annotated test − +
Dataset split random controlled

Unseen in evaluation − +
Article appears in few splits one split
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Subset Dev Test-A Test-B

rare 4.40 5.12 3.16

unseen 5.53 5.34 2.05

categorical 46.63 44.49 66.51

relational 53.36 55.50 33.49

exact match 20.20 20.16 33.67

long articles 50.39 56.15 30.45

Table 8.4: An average per-article size of

the corresponding subsets as a percent of

a total number of properties.

Desiderata

Our set of desiderata is based on the following intentions. We wished to

introduce the problem of Multi-Property Extraction to evaluate systems

that extract any number of given properties at once from the same source

text. Our second objective was to ensure that an article may appear in

precisely one data split. The third core intention was to introduce an

article-centered data objective instead of a property-centric one. Note

that an instance of data should be an article with multiple properties.

The fourth objective was to ensure that all properties in the test set can

be extracted or inferred. The fifth was to keep the validation and test sets

within a reasonable size. Moreover, we aim to provide a test set of the

highest quality, lacking noise that could arise from automatic processing.

Finally, we intended to benchmark the model generalization abilities – the

test set contains properties not seen during training, posing a challenge

for current state-of-the-art systems.

Data Collection and Split

The WikiReading Recycled and WikiReading are based on the same

data, yet differ in how they are arranged. Instances from the original

WikiReading dataset were merged to produce over 4M samples in the

MPE paradigm. Instead of performing a random split, we carefully

divide the data assuming that 20% of properties should appear solely

in the test set (more precisely, not seen before in train and validation

sets). Around one thousand articles containing properties not seen in

the remaining subsets were drafted to achieve the mentioned objective.

Similarly, properties unique for the validation set were introduced to

enable approximation of the test set performance without disclosing

particular labels. Additionally, test and validation sets share 10% of the

properties that do not appear in the train set, increasing the size of these

subsets by 2,000 articles each. Another 2,000 articles containing the same

properties as the train set were added to each of the validation and test

sets. All the remaining articles were used to produce the training set.

To sum up, we achieved a design where as much as 50% of the properties

cannot be seen in the training split, while the remaining 50% of the

properties can appear in any split. We chose these properties carefully

so that the size of the test and validation sets does not exceed 5,000

articles.
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Human Annotation

The quality of test sets plays a pivotal role in reasoning about a system’s

performance. Therefore, a group of annotators went through the instances

of the test set and assessed whether the value either appeared in the

article or can be inferred from it. To make further analysis possible, we

provide both datasets, before (test-A) and after (test-B) annotation.

The annotation process was non-trivial due to vagueness of the infer-

ability definition, and the scientific character of the considered text. It

was required to understand advanced encyclopedic articles e.g., about

chemistry, biology, or astronomy, to answer domain-specific properties

(scientific classifications or biological taxonomy), which are only possible

with deep knowledge about the world and with the ability to learn during

the process. Moreover, linguistic skills were required to transliterate and

transcribe first and last names. Note that we consider the value which

appears in a different writing script as inferable. Due to the stated issues,

we decided to rely on highly trained linguists as annotators.

The process was supported by several heuristics. In particular, the approx-

imate string matching was used to highlight fragments of presumably

high importance. Nevertheless, it took seven linguists more than 100

hours in total to complete. On average, two minutes and thirty second

were required to verify data assigned to one Wikipedia article.

The relevance of annotation mentioned above can be demonstrated by the

fact that 28% of the property-value pairs were marked as unanswerable

and removed. As it will be shown later, the Mean-Multi-Property-𝐹1

on a pre-verified test-A was approximately 20 points lower, and 8% of

articles were removed entirely from the test-B during the annotation

process.

Diagnostic Subsets

We determined auxiliary validation subsets with specific qualities, not

only to help improve data analysis but also to provide additional infor-

mation at different stages of development of a system. The qualities we

measure and the definition is provided below.

Rare, unseen. Rare and unseen properties were distinguished depending

on their frequency. The number of occurrences in the train set was below

a threshold of 4000 for each in rare and was precisely 0 for the unseen
category.

Categorical, relational. We denote a property as categorical if its value

set contains a limited number of values; otherwise, it is relational. We

apply normalized entropy with a threshold of 0.7 to obtain properties

that belong to the categorical subset. For instance, the continent property

occurs 20060 times, but with 13 possible values, its normalized entropy

equals 0.43; hence it is marked as categorical. This splitting method is not

ideal, but we wanted to use the same method as in [9]. For example, if the

distribution of continents was uniform, the property would have been

classified as relational. However, in practice, it almost never happens.
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Exact match. The exact match category applies to cases where expected

value is mentioned directly in the source text.

Long articles. Instances with articles longer than 695 words (threshold

qualifying to the top 15% longest articles in the train set) constitute the

long articles diagnostic set.

Characteristics of different systems can be compared qualitatively by

evaluating on these subsets. For instance, the long articles subset is

challenging for systems that consume truncated inputs. Unseen is precisely

constructed to assess systems’ ability to extract previously not seen

properties. On the other hand, rare can be viewed as an approximation of

the system’s performance on a lower-resource downstream extraction

task. The categorical subset is useful in assessing approaches featuring

a classifier, whereas it is suboptimal to use such systems for relational
due to richer output space. Similarly, the exact match can be approached

with sequence tagging solutions. The share of each diagnostic subset is

presented in Table 8.4.

8.5 Model Architectures

We evaluate different model architectures on the WikiReading Recycled

dataset. We re-implemented the previously best performing WikiReading

model, finetuned pretrained Transformer models, and applied a dual-

source model. Their competitiveness can be demonstrated by the fact

that we were able to outperform the previous state-of-the-art on the

WikiReading by a far margin.

Basic seq2seq. A straightforward approach to single-property extrac-

tion is to use an LSTM sequence-to-sequence model where the input

consists of a property name concatenated with the considered input

text. To compare with the previous results, we reproduced the basic

sequence-to-sequence model proposed by Hewlett et al. [9].

Vanilla Transformer. A more up-to-date solution is to use the Trans-

former architecture [22] instead of an RNN, and a subword tokenization

method, such as unigram LM tokenization [23]. We use the term vanilla
to denote a model trained from scratch.

Table 8.5: Comparison of evaluated models. The T5 model can be considered as a pretrained equivalent of Vanilla Transformer, and our

RoBERTa-based model can be viewed as a partially-pretrained Vanilla Dual-Source Transformer. Basic seq2seq is an RNN counterpart of

both T5 and Vanilla Transformer.

Basic seq2seq

Vanilla

Transformer

Vanilla

Dual-Source

Dual-Source

RoBERTa

T5

Numer of inputs 1 1 2 2 1

Pretrained encoder − − − + +
Pretrained decoder − − − − +
Number of parameters 32M 46M 25M 234M 60M
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Figure 8.1: The architecture of Dual-

Source Transformer as proposed

by Junczys-Dowmunt and Grund-

kiewicz [24] for Automatic Post-Editing.

In the case of WikiReading Recycled and

WikiReading, the encoder transforms an

article and the corresponding properties

separately.
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Vanilla Dual-Source Transformer. The Transformer architecture was

extended to support two inputs and successfully applied in Automatic

Post-Editing [24]. We propose to reuse this Dual-Source Transformer

architecture in the property extraction tasks. The architecture consists

of two encoders that share parameters and a single decoder. Moreover,

the encoders and decoder share embeddings and vocabulary. In our

approach, the first encoder is fed with the text of an article, and the

second one takes the names of properties (Figure 8.1). The model is

trained to generate a sequence of pairs: (property, value) separated with

a special symbol.

Dual-Source RoBERTa. Recent research shows that pretrained lan-

guage models can improve performance on downstream tasks [25].

Therefore, we experimented with the pretrained RoBERTa language

model as an encoder. RoBERTa models were developed as a hyper-

optimized version of BERT with a byte-level BPE and a considerably

larger dictionary [26, 27]. All the model parameters, including the

RoBERTa weights, were further optimized on the WikiReading Recycled

task.

T5. Recently proposed T5 model [11] is a Transformer model pretrained

on a cleaned version of CommonCrawl. T5 is famous for achieving

excellent performance on the SuperGLUE benchmark [28].

To create a model input, we concatenate a property name and an article.

In the case of MPE, we reduce the dataset to the single property setting,

as used by the T5 model’s authors.

8.6 Evaluation

In this section, we describe the evaluation of previously proposed archi-

tectures on both WikiReading and WikiReading Recycled datasets. We
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would like to highlight that the results are not comparable between the

two datasets, as they are based on different train/validation/test splits.

Metrics

The performance of systems is evaluated using the F1 metric, adapted for

the WikiReading Recycled format. For WikiReading, Mean-𝐹1 follows

the originally proposed micro-averaged metric and assesses F1 scores for

each property instance, averaged over the whole test set.

Let 𝐸 denote a set of expected property-value pairs and 𝑂 model-

generated property-value pairs. Assuming |·| stands for set cardinality,

precision and recall can be formulated as follows:

𝑃(𝐸, 𝑂) = |𝐸 ∩ 𝑂 ||𝑂 | , 𝑅(𝐸, 𝑂) = |𝐸 ∩ 𝑂 ||𝐸 |

Then 𝐹1 is computed as a harmonic mean:

𝐹1(𝐸, 𝑂) = 2 · 𝑃(𝐸, 𝑂) · 𝑅(𝐸, 𝑂)
𝑃(𝐸, 𝑂) + 𝑅(𝐸, 𝑂)

Given a sequence E = {𝐸1 , 𝐸2 , .., 𝐸𝑛} of expected answers for 𝑛 test

instances, and associated sequence of predictions O = {𝑂1 , 𝑂2 , .., 𝑂𝑛},
we calculate Mean-𝐹1 as:

Mean-𝐹1(E,O) =
1

𝑛
·
∑
𝑖∈[1,𝑛]

𝐹1(𝐸𝑖 , 𝑂𝑖)

In WikiReading Recycled, we adjust the metric to handle many properties

in a single test instance. To do that, the 𝐸𝑖 and 𝑂𝑖 sets contain values

from many properties at once and 𝑛 is equal to the number of articles.

Note that in the case of the M-𝐹1 properties are considered as instances.

We call our article-centric metric Mean-Multi-Property-𝐹1 or in short

MMP-𝐹1.

Training Details

Since the basic seq2seq model description missed some essential details,

they had to be assumed before model training. For example, we supposed

that the model consisted of unidirectional LSTMs and truecasing was

applied to the output. The rest of the parameters followed the description

provided by the authors.

An extensive hyperparameter search was conducted for both Dual-Source

Transformers on the WikiReading Recycled task. In the case of the Dual-

Source Transformer evaluated on WikiReading we restricted ourselves

to hyperparameters following the default values specified in the Marian

NMT Toolkit [29]. The only difference was the reduction of encoder and

decoder depths to 4.

For the Vanilla Dual-Source Transformer evaluation, both WikiReading

and WikiReading Recycled datasets were processed with a SentencePiece

model [23] trained on a concatenated corpus of inputs and outputs with
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Table 8.6: Results on WikiReading (test

set). Basic s2s denotes the re-implemented

model described in Section 8.6.

Model Mean-𝐹1

Basic s2s [9] 70.8

Placeholder s2s [18] 75.6

SWEAR [20] 76.8

Basic s2s (our run) 74.8

Vanilla Transformer 79.3

Vanilla Dual-Source Transformer 82.4

Table 8.7: Results on WikiReading Recycled human-annotated test set supplemented with scores on diagnostics subsets. All scores are

Mean-Multi-Property-𝐹1.

Model unseen rare categorical relational exact match long test-B

Basic seq2seq 2.0 30.2 84.9 50.2 71.1 56.4 75.2

Vanilla Dual-Source 0.0 40.7 83.9 70.8 80.5 63.1 77.5

Dual-Source RoBERTa 0.0 50.7 86.0 76.8 84.3 68.2 80.9

Finetuned T5 10.9 53.8 86.3 73.4 83.4 65.9 80.3

a vocabulary size of 32,000. Dual-Source RoBERTa model is initialized

with RoBERTaBASE (consisting of 12 encoder layers and a dictionary of

50,000 subword units).

In the case of the T5 model, we keep hyperparameters as close as possible

to those used during pretraining. The training continues with restored

AdaFactor parameters. We finetuned the small version of the model in

a supervised-only manner.

We truncate the input to the first 512 tokens for all our models.

Hyperparameter Optimization. Hyperparameters for WikiReading

Recycled were optimized using the Tree-structured Parzen Estimator

algorithm [30] with additional heuristics and Gaussian priors resulting

from the default settings proposed for this sampler in the Optuna

framework [31]. An evaluation was performed every 8,000 steps, and

the validation-based early stopping was applied when no progress was

achieved in 3 consecutive validations. The total number of 250 trials was

performed for each architecture. Intermediate results of each trial were

monitored and used to ensure only the top 10% trials were allowed to

continue. Details of the hyperparameter optimization are presented in

Appendix A.

Results on WikiReading

Although the main focus of our evaluation is the WikiReading Recy-

cled dataset; we additionally evaluate whether the Vanilla Dual-Source

Transformer can improve the state-of-the-art on WikiReading.

We reproduced the Basic seq2seq model. It achieved a Mean-𝐹1score of

74.8, which is 4 points higher than reported by Hewlett et al. [9]. The

difference may be caused by poor optimization in the original work.

Our dual-source solution achieves 82.4 and outperforms the previous

state-of-the-art model by 5.6 Mean-𝐹1 points. To measure the impact of

using two encoders instead of one, we evaluated the Vanilla Single-source

Transformer, which takes a concatenated pair of article and property as its
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input. Our dual-source model outperformed its single-source counterpart

by 3.1 points. Table 8.6 presents the final results.

Results on WikiReading Recycled

The results on WikiReading show that the Dual-Source Transformer is

beneficial to the Property Extraction task. On WikiReading Recycled,

we supplement the evaluation with pretrained models: Dual-Source

RoBERTa and T5.

Table 8.7 presents Mean-Multi-Property-𝐹1 scores on the annotated test

set (test-B). All the transformer-based models outperform the Basic seq2seq.

The Dual-Source Transformer achieved 77.5 Mean-Multi-Property-𝐹1.

Its pretrained version, Dual-Source RoBERTa, improves the result by

1.4 points. As the T5 model beats the Vanilla Dual-Source Transformer,

we may conclude that even though the WikiReading Recycled dataset

is very large, the pretraining is crucial for this MPE task. It is worth

remembering that the results on WikiReading and WikiReading Recycled

are not comparable due to the dissimilarities in metrics and datasets. We

will elaborate on that in section 8.7.

8.7 Discussion and Analysis

The final scores of transformer-based models differ slightly on WikiRead-

ing Recycled. In order to get more insight, we analyze the models on

diagnostic sets described in Section 8.4.

Impact of Property Frequency. We provide two diagnostic sets related

to property frequency: unseen and rare. Both dual-source models failed

on the unseen subset. These models ignored the unseen properties from

the input and did not generate any answer. The best result was achieved

by the T5 model (10.9 points), albeit it still does not meet expectations.

The results on the rare subset show that the pretraining makes a difference

if properties are infrequent in the train set (Figure 8.2).
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Figure 8.2: The relation of property

frequency and Mean-Multi-Property-𝐹1.

Both RoBERTa and Vanilla refer to Dual-

Source Transformers.
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Impact of Property Type. The extraction of some properties may be

treated as a classification task since the set of their valid values is limited.

In this case, all models perform similarly and achieve approximately 85

Mean-Multi-Property-𝐹1. The difficulty of the task increases proportion-

ally to the normalized entropy value, which may lead to the divergence

of model performances. This phenomenon is visible in the case of our

Basic seq2seq, where the weakness is evident above the 0.5 threshold.

The details are presented in Figure 8.3.

Figure 8.3: The relation of property

normalized entropy and Mean-Multi-

Property-𝐹1. Both RoBERTa and Vanilla

refer to Dual-Source Transformers.
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Exact Match and Long Articles. The results from the exact match and

long articles subsets are correlated with the scores attained on the test-B

set; however, the absolute values achieved differ substantially. This is

because the long article subset is more challenging, as the chance of an

answer appearing in the constant-length prefix decreases with the length

of the article. The use of recently introduced models like LongFormer [32]

and BigBird [33] might decrease the gap in scores between long and

average-length articles. On the other hand, system performance should

increase when the answer is provided directly in the text, as can be found

in the exact match subset.

Difficulty of Test Sets. To compare the difficulty of the WikiReading and

WikiReading Recycled test sets, we converted the outputs from the non-

annotated WikiReading Recycled test set (test-A) to WikiReading format,

and calculated the Mean-𝐹1. With the Vanilla Dual-Source Transformer,

we obtained 54.0 Mean-𝐹1, 28.4 points less than on WikiReading. This

considerable decrease in score shows that the WikiReading Recycled

test-A set is more difficult than WikiReading. The reason behind this is

that we removed leakage of articles between splits, and we also added

more infrequent properties that are harder to answer.

Impact of Human Annotation. The Vanilla Dual-Source Transformer

was evaluated on both WikiReading Recycled test sets. It obtained Mean-

Multi-Property-𝐹1 of 62.6 on the non annotated test-A set, while achieving

77.5 on the annotated test-B. This discrepancy suggests that the linguists

indeed succeeded to remove non-inferable properties. We anticipate that

cleaning the train set in a similar fashion could improve the stability of

the training and the overall results.
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8.8 Summary

We introduced WikiReading Recycled—the first Multi-Property Extrac-

tion dataset with a human-annotated test set. We provided strong base-

lines that improved the current state-of-the-art on WikiReading by a large

margin. The best-performing architecture was successfully adapted from

Automatic Post-Editing systems. We show that using pretrained language

models increases the performance on the WikiReading Recycled dataset

significantly, despite its large size.

Additionally, we created diagnostic subsets to qualitatively assess model

performance. The results on a challenging subset of unseen properties

reveal that despite high overall scores, the evaluated systems fail to

provide satisfactory performance. Low scores indicate an opportunity to

improve, as these properties were verified by annotators and are expected

to be answerable. We look forward to seeing models closing this gap and

leading to remarkable progress in Machine Reading Comprehension.

The dataset and models, as well as their detailed configurations required

for reproducibility, are publicly available.
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declaration in Appendix F).

Abstract. Understanding documents with rich layouts plays a vital

role in digitization and hyper-automation but remains a challenging

topic in the NLP research community. Additionally, the lack of a

commonly accepted benchmark made it difficult to quantify progress

in the domain. To empower research in this field, we introduce the

Document Understanding Evaluation (DUE) benchmark consisting of

both available and reformulated datasets to measure the end-to-end

capabilities of systems in real-world scenarios. * equal contribution

The benchmark includes Visual Question Answering, Key Informa-

tion Extraction, and Machine Reading Comprehension tasks over

various document domains and layouts featuring tables, graphs,

lists, and infographics. In addition, the current study reports sys-

tematic baselines and analyzes challenges in currently available

datasets using recent advances in layout-aware language model-

ing. We open both the benchmarks and reference implementations

and make them available at https://duebenchmark.com and https:

//github.com/due-benchmark.

9.1 Introduction

While mainstream Natural Language Processing focuses on plain text

documents, the content one encounters when reading, e.g., scientific

articles, company announcements, or even personal notes, is seldom

plain and purely sequential. In particular, the document’s visual and

layout aspects that guide our reading process and carry non-textual

information appear to be an essential aspect that requires comprehension.

These layout aspects, as we understand them, are prevalent in tasks that

can be much better solved when given not only text sequence on the

input but pieces of multimodal information covering aspects such as

text-positioning (i.e. location of words on the 2D plane), text-formatting

(e.g., different font sizes, colors), and graphical elements (e.g., lines,

https://duebenchmark.com
https://github.com/due-benchmark
https://github.com/due-benchmark
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Figure 9.1: Document Understanding cov-

ers problems ranging from the ■ extrac-

tion of key information, through ■ verifi-

cation statements related to rich content,

to ■ ■ answering open questions regard-

ing an entire file. It may involve the com-

prehension of multi-modal information

conveyed by a document.

bars, presence of figures) among others. Over the decades, systems

dealing with document understanding developed an inherent aspect

of multi-modality that nowadays revolves around the problems of

integrating visual information with spatial relationships and text [2–5].

In general, when document processing systems are considered, the

term understanding is thought of specifically as the capacity to convert a

document into meaningful information [6–8]. This fits into the rapidly

growing market of hyperautomation-enabling technologies, estimated to

reach nearly $600 billion in 2022, up 24% from 2020 [9]. Considering that

unstructured data is orders of magnitude more abundant than structured

data, the lack of tools necessary to analyze unstructured data and extract

structured information can limit the performance of these intelligent

services. The process of structuring data and content must be robust to

various document domains and tasks.

Despite its importance for digital transformation, the problem of measur-

ing how well available models obtain information from a wide range of

tasks and document types and how suitable they are for freeing workers

from paperwork through process automation is not yet addressed. Mean-

while, in other research communities, there are well-established progress

measuring methods, like the most recognizable NLP benchmarks of

GLUE and SuperGLUE covering a wide range of problems related to

plain-text language understanding [10, 11] or VTAB and ImageNet in the

computer vision domain [12, 13]. We intend to bridge this major gap by

introducing the first Document Understanding benchmark (available at

https://duebenchmark.com).

It includes tasks that either originally had a vital layout understanding

component or were reformulated in such a way that after our modification,

they require layout understanding. In particular, there is no structured

representation of the underlying text, such as a database-like table given

in advance, and it has to be determined from the input file as a part of the

end-to-end process. Every time, there is only a PDF file provided as an

input. Additionally, for the convenience of other researchers, we provide

information about textual tokens and their locations (bounding boxes)

https://duebenchmark.com
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which are coming from the OCR system or directly from the born-digital

PDF file (see Section 9.4).

Contribution. The idea of the paper is to gather, reformulate and unify

a set of intuitively dissimilar tasks that we found to share the same

underlying requirement of understanding layout concepts. In order to

organize them in a useful benchmark, we contributed by performing the

following steps:

1. We reviewed and selected the available datasets. Additionally, we

reformulated three tasks to a document understanding setting and

obtained original documents for all of them (PWC, WTQ, TabFact).

2. We performed data cleaning, including the improvements of data

splits (DeepForm, WTQ), data deduplication, manual annotation

(PWC, DeepForm), and converted data to a unified format (all

datasets).

3. We implemented competitive baselines and measured human

performance where it was required (PWC, DeepForm, WTQ).

4. We identified challenges related to the current progress in the DU

domain’s tasks and provided manually annotated diagnostic sets

(all datasets).

These contributions are organized and described in Table 9.2. Addition-

ally, a wider review of available tasks is described in Appendix E.1.

9.2 The state of Document Understanding

We treat Document Understanding as an umbrella term covering prob-

lems of Key Information Extraction, Classification, Document Layout

Analysis, Question Answering, and Machine Reading Comprehension

whenever they involve rich documents in contrast to plain texts or

image-text pairs (Figure 9.1).

In addition to the problems strictly classified as Document Understanding,

several related tasks can be reformulated as such. These provide either

text-figure pairs instead of real-world documents or parsed tables given in

their structured form. Since both can be rendered as synthetic documents

with some loss of information involved, they are worth considering

bearing in mind the low availability of proper Document Understanding

tasks.

Landscape of Document Understanding tasks

KIE. Key Information Extraction, also referred to as Property Extraction,

is a task where tuple values of the form (property, document) are to

be provided. Contrary to QA problems, there is no question in natu-

ral language but rather a phrase or keyword, such as total amount, or

place of birth. Public datasets in the field include extraction performed

on receipts [14, 15], invoices, reports [16], and forms [17]. Documents

within each of the mentioned tasks are homogeneous, whereas the set of

properties to extract is limited and known in advance – in particular, the

same type-specific property names appear in both test and train sets. In
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contrast to Name Entity Recognition, KIE typically does not assume that

token-level annotations are available, and may require normalization of

values found within the document.

Classification. Classification in our context involves rich content, where

comprehension of both visual and textual aspects is required since

unimodal models underperform. Though document image classification

was initially approached using solely the methods of Computer Vision,

it has recently become evident that multi-modal models can achieve

significantly higher accuracy [18–20]. Similar conclusions were recently

reached in other tasks, e.g., assigning labels to excerpts from biomedical

papers [21].

DLA. Document Layout Analysis, performed to determine a document’s

components, was initially motivated by the need to optimize storage

and the transmission of large information volumes [2]. Even though

its motivation has changed over the years, it is rarely an end in itself

but rather a means to achieve a different goal, such as improving OCR

systems. A typical dataset in the field assumes detection and classification

of page regions or tokens [22, 23].

QA and MRC. At first glance, Question Answering and Machine Reading

Comprehension over Documents is simply the KIE scenario where a

question in natural language replaced a property name. More differences

become evident when one notices that QA and MRC involve an open set

of questions and various document types. Consequently, there is pressure

to interpret the question and to possess better generalization abilities.

Furthermore, a specific content to analyze demands a much stronger

comprehension of visual aspects, as the questions commonly relate to

figures and graphics accompanying the formatted text [24–26].

QA over figures. Question Answering over Figures is, to some extent,

comparable with QA and MRC over documents described above. The

difference is that a ‘document’ here consists of a single born-digital plot,

reflecting information from chosen, desirably real-world data. Since ques-

tions in this category are typically templated and figures are synthetically

generated by authors of the task, datasets in this category contain as

many as millions of examples [27, 28].

QA and NLI over tables. Question Answering and Natural Language

Inference over Tables are similar, though in the case of NLI, there is

a statement to verify instead of a question to answer. There is never a

need to analyze the actual layout, as both assume comprehension of a

provided data structure in a way that is equivalent to a database table.

Consequently, the methods proposed here are distinct from those used

in Document Understanding [29, 30].

Gaps and mistakes in Document Understanding
evaluation

Currently available datasets and previous work in the field cannot on

their own provide enough information that would allow researchers to

generalize results to other tasks within the Document Understanding

paradigm. It is crucial to validate models on many tasks with a variety

of characteristics a Document Understanding system may encounter in
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real-world applications. Notably, the scope of the challenges in a single

dataset is limited to a specific task (e.g., Key Information Extraction,

Question Answering) or to a particular (sub)problem (e.g., processing

long documents in Kleister [16], layout understanding in DocBank [23]).

Simultaneously, a common practice in the community is to evaluate

models on private data [31–34] or task-specific datasets selected by authors

independently [18–20, 35–37], making fair comparison difficult. Many

publicly available datasets are too small to enable reliable comparison

(FUNSD [17], Kleister NDA [16]) or are almost solved, i.e., there is no

room for improvement due to annotation errors and near-perfect scores

achieved by models nowadays (SROIE [38], CORD [15], RVL-CDIP [39]).

In light of the above circumstances, the review and selection of represen-

tative and reliable tasks is of great importance.

9.3 End-to-end Document Understanding
benchmark

The primary motivation for proposing this benchmark was to select

datasets covering the broad range of tasks and DU-related problems

satisfying the highest quality, difficulty, and licensing criteria.

Importantly, we opt for an end-to-end nature of tasks as opposed to,

e.g., problems assuming some prior information on document layout.

In particular, there is no structured representation of the underlying

text, such as a database-like table given in advance, and it has to be

determined from the raw input file as part of the end-to-end process.

We consider the aforementioned principle of end-to-end nature crucial

because it ensures measurement to which degree manual workers can be

supported in their repetitive tasks, i.e., how the ultimate goal of document

understanding systems is supported in real-world applications. The said

alignment with real applications is a vital characteristic of a good benchmark

[40, 41].

Selected datasets

Extensive documentation of the selection process, including the datasheet,

is available in Appendices A-H and in the supplementary materials.

Table 9.1 summarizes the selected tasks described in detail below, whereas

Appendix E.1 covers the complete list of considered datasets and reasons

we omitted them.

Lack of the classification, layout analysis and figure QA tasks in this

selection results from the fact that none of the available sets fulfills the

assumed selection criteria.

The ⋆ symbol denotes that the dataset was reformulated or modified to

improve its quality or align with the Document Understanding paradigm

(see Table 9.2 and Appendix E.3). This symbol is not used to distin-

guish minor changes, such as data deduplication introduced in multiple

datasets (Appendix E.2).
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DocVQA. Dataset for Question Answering over single-page excerpts

from various real-world industry documents. Typical questions present

here might require comprehension of images, free text, tables, lists, forms,

or their combination [24]. The best-performing solutions so far make use

of layout-aware multi-modal models employing either encoder-decoder

or sequence labeling architectures [19, 20].

InfographicsVQA. The task of answering questions about visualized

data from a diverse collection of infographics, where the information

needed to answer a question may be conveyed by text, plots, graphical

or layout elements. Currently, the best result is obtained by an encoder-

decoder model [20, 25].

Kleister Charity. A task for extracting information about charity organi-

zations from their published reports is considered, as it is characterized

by careful manual annotation by linguists and a significant gap to human

performance [16]. It addresses important areas, namely high layout vari-

ability (lack of templates), need for performing an OCR, the appearance

of long documents, and multiple spatial features (e.g., tables, lists, and

titles).

PWC⋆. Papers with Code Leaderboards dataset was designed to extract

result tuples from machine learning papers, including information on

task, dataset, metric name, score. The best performing approach involves

a multi-step pipeline, with modules trained separately on identified

subproblems [42]. In contrast to the original formulation, we provide a

complete paper as input instead of the table. This approach allows us to

treat the problem as an end-to-end Key Information Extraction task with

grouped variables (Appendix E.3).

DeepForm⋆. KIE dataset consisting of socially important documents

related to election spending. The task is to extract contract number,

advertiser name, amount paid, and air dates from advertising disclosure

forms submitted to the Federal Communications Commission [43]. We

use a subset of distributed datasets and improve annotations errors

and make the annotations between subsets for different years consistent

(Appendix E.3).

WikiTableQuestions (WTQ)⋆. Dataset for QA over semi-structured

HTML tables sourced from Wikipedia. The authors intended to provide

complex questions, demanding multi-step reasoning on a series of entries

in the given table, including comparison and arithmetic operations [29].

The problem is commonly approached assuming a semantic parsing

paradigm, with an intermediate state of formal meaning representation,

e.g., inferred query or predicted operand to apply on selected cells [44,

Table 9.1: Comparison of selected datasets with their base characteristics, including information regarding whether an input is an entire

document (Doc.) or document excerpt (Exc.)

Task

Size (k documents) Mean samples

Type Metric

Features

Domain

Train Dev Test per document Input Scanned

DocVQA 10.2 1.3 1.3 3.9 Visual QA ANLS Doc.

+ Business

InfographicsVQA 4.4 0.5 0.6 5.5 Visual QA ANLS − Open

Kleister Charity 1.7 0.4 0.6 7.8 KIE F1 +/− Legal

PWC
⋆

0.2 0.06 0.12 25.5 KIE
∗

F1 − Scientific

DeepForm
⋆

0.7 0.1 0.3 4.8 KIE F1 +/− Finances

WikiTableQuestions
⋆

1.4 0.3 0.4 11.3 Table QA Acc.

}
Exc.

− Open

TabFact
⋆

13.2 1.7 1.7 7.1 Table NLI Acc. − Open
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45]. We reformulate the task as document QA by rendering the original

HTML and restrict available information to layout given by visible lines

and token positions (Appendix E.3).

TabFact⋆. To study fact verification with semi-structured evidence over

relatively clean and simple tables collected from Wikipedia, entailed

and refuted statements corresponding to a single row or cell were

prepared by the authors of TabFact [30]. Without being affected by the

simplicity of binary classification, this task poses challenges due to the

complex linguistic and symbolic reasoning required to perform with

high accuracy. Analogously to WTQ, we render tables and reformulate

the task as document NLI (Appendix E.3).

Diagnostic subsets

As pointed out by Ruder, to better understand the strengths and weaknesses
of our models, we furthermore require more fine-grained evaluation [41]. We

propose several auxiliary validation subsets, spanning across all the tasks,

to improve result analysis and aid the community in identifying where

to focus its efforts. A detailed description of these categories and related

annotation procedures is provided in Appendix E.6.

Answer characteristic. We consider four features regarding the shallow

characteristic of the answer. First, we indicate whether the answer is

provided in the text explicitly in exact form (extractive data point) or has

to be inferred from the document content (abstractive one). The second

category includes, e.g., all the cases where value requires normalization

before being returned (e.g., changing the date format). Next, we distin-

guish expected answers depending on whether they contain a single value
or list of values. Finally, we decided to recognize several popular data

types depending on shapes or class of expected named entity, i.e., to

distinguish date, number, yes/no, organization, location, and person classes.

Evidence form. As we intend to analyze systems dealing with rich data,

it is natural to study the performance w.r.t. the form that evidence is

presented within the analyzed document. We distinguished table/list,
plain text, graphic element, layout, and handwritten categories.

Required operation. Finally, we distinguish whether i.e., arithmetic
operation, counting, normalization or some form of comparison has to be

Table 9.2: Brief characteristics of our contribution, major fixes and modifications introduced to particular datasets. The enhancements of

"Reformulation as DU" or "Improving data splits" are marked with
⋆

and are sufficient to consider the dataset unique; hence, achieved

results are not comparable to the previously reported. See Appendix E.3 for a full description of tasks processing.

Dataset

Diagnostic Unified Human Manual Reformulation Improved

sets format performance annotation as DU split

DocVQA + + − − − −
InfographicsVQA + + − − − −
Kleister Charity + + − − − −
PWC

⋆ + + + + + +
DeepForm

⋆ + + + + − +
WikiTableQuestions

⋆ + + + − + +
TabFact

⋆ + + − − + −
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Figure 9.2: Number of annotated instances in each diagnostic subset category. All datasets in total.

performed to answer correctly.

Datasets included in the benchmark differ in task type, origin, and

answer form. As their random samples were annotated, diagnostic

categories are not distributed uniformly and reflect the character of the

problems encountered in a particular task (see Figures E.7–E.8 in the

Appendix). For example, the requirement of answer normalization is

prevalent in KIE tasks of DeepForm, PWC, and Kleister Charity but not

elsewhere. Consequently, the general framework of diagnostic subsets

we designed can be used not only to analyze model performance but also

to characterize the datasets themselves.

Intended use

Data. We propose a unified data format for storing information in the

Document Understanding domain and deliver converted datasets as

part of the released benchmark (all selected datasets are hosted on the

https://duebenchmark.com/data and can be downloaded from there).

It assumes three interconnected dataset, document annotation and docu-

ment content levels. The dataset level is intended for storing the general

metadata, e.g., name, version, license, and source. The documents an-

notation level is intended to store annotations available for individual

documents within datasets and related metadata (e.g., external identi-

fiers). The content level store information about output and metadata

from a particular OCR engine that was used to process documents

(Appendix E.7).

Evaluation protocol. To evaluate a system on the DUE benchmark, one

must create a JSON file with the results (in the data format mentioned

above) based on the provided test data for each dataset and then upload

all of the data to the website. Moreover, we establish a set of rules

(Appendix E.8) which guarantees that all the benchmark submissions

will be fair to compare, reproducible, and transparent (e.g., training

performed on a development set is not allowed).

Leaderboard. We provide an online platform for the evaluation of Docu-

ment Understanding models. To keep an objective means of comparison

with the previously published results, we decided to retain the initially

formulated metrics. To calculate the global score we resort to an arith-

metic mean of different metrics due to its simplicity and straightforward

https://duebenchmark.com/data
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calculation.
∗

In our platform we focus on customization, e.g., multiple

leaderboards are available, and it is up to the participant to decide

whether to evaluate the model on an entire benchmark or particular

category. Moreover, we pay attention to the explanation by providing

means to analyze the performance concerning document or problem

types (e.g., using the diagnostic sets we provide).
†

9.4 Experiments

Following the evaluation protocol, the training is run three times for

each configuration of model size, architecture, and OCR engine. We

performed OCR pre-processing stage for DocVQA, InfographicsVQA,

Kleister Charity, and DeepForm datasets since they have PDF (mix of

scans and born-digital documents) or image files as an input. PWC, Wik-

iTableQuestions and TabFact datasets contain all born-digital documents

so the ground true data are available and there is no need to run OCR

engine (see Appendix E.3). In both cases, the pre-processing stage as an

output return textual tokens and their locations (bounding boxes and

page number) as a list (as a result the reading order is also provided).

Baselines

The focus of the experiments was to calculate baseline performance

using a simple and popular model capable of solving all tasks without

introducing any task-specific alterations. Employed methods were based

on the previously released T5 model with a generic layout-modeling

modification and pretraining.

T5. Text-to-text Transformer is particularly useful in studying perfor-

mance on a variety of sequential tasks. We decided to rely on its extended

version to identify the current level of performance on the chosen tasks

and to facilitate future research by providing extendable architecture

with a straightforward training procedure that can be applied to all of

the proposed tasks in an end-to-end manner [46].

T5+2D. Extension of the model we propose assumes the introduction

of 2D positional bias that has been shown to perform well on tasks

that demand layout understanding [19, 20, 35]. We rely on 2D bias in a

form introduced in TILT model [20] and provide its first open-source

implementation (available in supplementary materials). We expect that

comprehension of spatial relationships achieved in this way will be

sufficient to demonstrate that methods from the plain-text NLP can be

easily outperformed in the DUE benchmark.

Unsupervised pretraining. We constructed a corpus of documents with

a visually rich structure, based on 480k PDF files from the UCSF Industry

Documents Library. It is used with a T5-like masked language model

pretraining objective but in a salient span masking scheme where named

∗
Scores on the DocVQA and InfographicsVQA test sets are calculated using the official

website.

†
We intend to gather datasets not included in the present version of the benchmark to

facilitate evaluations in an entire field of DU, regardless of if they are included in the

current version of the leaderboard.
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Table 9.3: Best results of particular model configuration in relation to human performance and external best. The external bests marked

with — were omitted due to the significant changes in the data sets. U stands for unsupervised pretraining.

Dataset / Task type

Score (task-specific metric)

T5 T5+2D T5+U T5+2D+U External best Human

DocVQA 63.5±1.4 62.7±0.8 77.3±0.4 81.7±0.3 87.1 [20] 98.1

InfographicsVQA 38.8±1.0 41.1±1.1 38.8±0.4 47.9±0.2 61.2 [20] 98.0

Kleister Charity 73.3±0.3 71.5±1.5 75.1±0.1 75.8±0.2 83.6 [35] 97.5

PWC
⋆

22.5±1.7 23.5±1.6 25.2±1.9 24.0±1.3 — 51.1

DeepForm
⋆

73.5±0.2 74.8±0.0 82.6±1.3 83.0±0.3 — 98.5

WikiTableQuestions
⋆

33.4±0.9 30.9±2.3 38.2±0.1 43.5±0.6 — 76.7

TabFact
⋆

52.9±0.6 52.7±0.9 68.1±0.2 70.5±0.1 — 92.1

Visual QA 51.2 51.9 58.1 64.8 n/a 98.1

KIE 56.4 56.6 60.9 60.9 n/a 82.4

Table QA/NLI 43.2 41.8 53.2 57.0 n/a 84.4

Overall 50.2 50.1 57.4 60.1 n/a 88.3

entities are preferred over random tokens [46, 47]. An expected gain from

its use is to tune 2D biases and become more robust to OCR errors and

incorrect reading order.
‡

Human performance. We relied on the original estimation for DocVQA,

InfographicsVQA, Charity, and TabFact datasets. For the PWC, WTQ

and DeepForm estimation of human performance, we used the help of

professional in-house annotators who are full-time employees of our

company (see Appendix E.5). Each dataset was handled by two annotators;

the average of their scores, when validated against the gold standard, is

treated as the human performance (see Table 9.3). Interestingly, human

scores on PWC are relatively low in terms of F1 value – we explained this

and justified keeping the task in Appendix E.3.

Results

Comparison of the best-performing baselines to human performance

and top results reported in the literature is presented in Table 9.3. In

several cases, there is a small difference between the performance of our

baselines and the external best. It can be attributed to several factors.

First, the best results previously obtained on the tasks were task-specific,

i.e., were explicitly designed for a particular task and did not support

processing other datasets within the benchmark. Secondly, there are

differences between the evaluation protocol that we assume and what

the previous authors assumed (e.g., we do not allow training models on

the development sets, we require reporting an average of multiple runs,

we disallow pretraining on datasets that might lead to information leak).

Thirdly, our baseline could not address examples demanding vision

comprehension as it does not process image inputs. Finally, there is the

case of Kleister Charity. An encoder-decoder model we relied on as a

one-to-fit-all baseline cannot process an entire document due to memory

limitations. As a result, the score was lower as we consumed only a part

of the document. Note that external bests for reformulated tasks are

‡
Details of the training procedure, such as used hyperparameters and source code, are

available in the repository accompanying the paper.
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no longer applicable to the benchmark in its present, more demanding

form.

Irrespective of the task and whether our competitive baselines or external

results are considered, there is still a large gap to humans, which is

desired for novel baselines. Moreover, one can notice that the addition

of 2D positional bias to the T5 architecture leads to better scores, which

is yet another result we anticipated as it suggests that considered tasks

have an essential component of layout comprehension.

Interestingly, the performance of the model can be significantly enhanced

(up to 17.6 points difference for TabFact dataset and T5+2D+U model) by

providing additional data for unsupervised pretraining. Thus, the results

not only support the premise that understanding 2D features demand

more unlabeled data than the chosen datasets can offer but also lay a

common ground between them, as the same layout-specific pretraining

improved performance on all of them independently. This observation

confirms that the notion of layout is a vital part of the chosen datasets.

Challenges of the Document Understanding domain

Owing to its end-to-end nature and heterogeneity, Document Under-

standing is the touchstone of Machine Learning. However, the challenges

begin to pile up due to the mere form a document is available in, as there

is a widespread presence of analog materials such as scanned paper

records. In the analysis below, we aim to explore the field of DU from the

perspective of the model’s development and point out the most critical

limiting factors for achieving satisfying results.

Impact of OCR quality. We present detailed results for Azure CV and

Tesseract OCR engine in Table 9.5. The differences in scores are huge for

most of the datasets (up to 18.4% in DocVQA) with a clean advantage

for Azure CV. Consequently, we see that architectures evaluated with

different OCR engines are incomparable, e.g., the choice of an OCR

engine may impact results more than the choice of model architecture.

Moreover, with the usage of our diagnostic datasets we can observe that

Tesseract struggle the most with Handwritten and Table/list categories in

comparison to Plain text category. It is worth noting that we see a bigger

difference in the results between Azure CV and Tesseract for Extractive
category, which suggest that we should use better OCR engines especially

for that kind of problems.

Requirement of multi-modal comprehension. In addition to layout and

textual semantics, part of the covered problems demand a Computer

Vision component, e.g., to detect a logo, analyze a figure, recognize text

style, determine whether the document was signed or the checkbox nearby

was selected. This has been confirmed by ablation studies performed

by Powalski et al. [20] for the DocVQA and by the fact that models

with vision component achieve better performance on leaderboards for

datasets such as DocVQA and the InfographicsVQA datasets [19, 20, 48,

49]. Thus, Document Understanding naturally incorporates challenges

of both multi-modality and each modality individually (but not for all

tasks equally, see Figures E.7–E.8 in the Appendix). Since none of our

baselines contain a vision component, we underperform on the category

of problems requiring multi-modality, as is visible on the diagnostic
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dataset we proposed. Nevertheless, better performance of the T5+2D

model suggests that part of the problems considered as visual, can be to

some extent approximated by solely using the words’ spatial relationships

(e.g., text curved around a circle, located in the top-left corner of the page

presumably has the logo inside).

Single architecture for all datasets. It is common that token-level annota-

tion is not available, and one receives merely key-value or question-answer

pairs assigned to the document. Even in problems of extractive nature,

token spans cannot be easily obtained, and consequently, the application

of state-of-the-art architectures from other tasks is not straightforward.

In particular, authors attempting Document Understanding problems

in sequence labeling paradigms were forced to rely on faulty hand-

crafted heuristics [20]. In the case of our baseline models, this problem

is addressed straightforwardly by assuming a sequence-to-sequence

paradigm that does not make use of token-level annotation. This solu-

tion, however, comes with a trade-off of low performance on datasets

requiring comprehension of long documents, such as Kleister Charity

(see Table 9.4).

Table 9.4: F1 score on the Kleister Charity

challenge with various maximum input

sequence lengths.

Dataset

Maximum input sequence length

1024 2048 4096 6144

Kleister Charity 56.6 66 73.2 75.9

Diagnostic dataset. Our diagnostic datasets are an important part of

the analysis of different challenges in general (e.g., OCR quality or

multi-modal comprehension, as we mentioned above) and for debugging

different types of architectural decisions (see Figure 9.3). For example,

we can observe a big advantage of unsupervised pretraining in the

inferred, number, table/list categories, which shows the importance of a

good dataset for specific problems (dataset used for pretraining the

original T5 model has a small number of documents containing tables).

The most problematic categories for all models were those related to

complex logic operations: arithmetic, counting, comparison.

Table 9.5: Scores for different OCR engines and datasets with T5+2D model performing on 1024 tokens.

OCR DocVQA IVQA Charity DeepForm Average

Average scores for different diagnostic categories

Extractive Inferred Handwritten Table/list Plain text

Azure CV (v3.2) 71.8 40.0 57.7 74.8 61.1 51.3 33.0 31.3 46.0 65.3

Tesseract (v4.0) 55.7 28.3 55.7 66.8 51.6 43.1 29.5 12.5 27.2 61.1
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Figure 9.3: Results for diagnostic subsets. See Appendix E.6 for detailed description of these categories.

9.5 Conclusions

To efficiently pass information to the reader, writers often assume that

structured forms such as tables, graphs, or infographics are more acces-

sible than sequential text due to human visual perception and our ability

to understand a text’s spatial surroundings. We investigate the problem

of correctly measuring the progress of models able to comprehend such

complex documents and propose a benchmark – a suite of tasks that

balance factors such as quality of a document, importance of layout

information, type and source of documents, task goal, and the potential

usability in modern applications.

We aim to track the future progress on them with the website prepared

for transparent verification and analysis of the results. The former is

facilitated by the diagnostics subsets we derived to measure vital features

of the Document Understanding systems. Finally, we provide a set of

solid baselines, datasets in the unified format, and released source code

to bootstrap the research on the topic.
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A
Contract Discovery and Related Experiments

A.1 File Structure

The documents’ content can be found in the reference.tsv files. The input

files in.tsv consist of tab-separated fields: Target ID (e.g. 57), Clause

considered (e.g. governing-law), Example #1 (e.g. 59 15215-15453), . . . ,

Example #N. Each example consists of document ID and characters

range. Ranges can be discontinuous. In such a case the sequences are

separated with a comma, e.g. 4103-4882,12127-12971. The file with answers

(expected.tsv) contains one answer per line, consisting of the entity name

(to be copied from input) and characters range in the same format as

described above. The reference file contains two tab-separated fields:

document ID and content.

A.2 Other Evaluation Results

Tables below describe evaluation results which were not included in

the paper (or were included without broader context, that is without

reference to different results from the same class of solutions).

Table A.1 presents results with all the evaluated Sentence-BERT models.

Table A.2 shows scores achieved by TF-IDF with different settings, in-

cluding other n-gram ranges. Results of particular Universal Sentence

Encoder models are presented in Table A.3. Table A.4 shows results

of Transformer-based Language Models not included in the paper. Fi-

nally, Table A.5 is devoted to analysis of Discrete Cosine Transform

embeddings.



154 A Contract Discovery and Related Experiments

Table A.1: Results of Sentence-BERT

models on the test-A dataset when

returning the most similar sentence.

Names as in sentence-transformers
library: https://github.com/UKPLab/
sentence-transformers

Model Soft 𝑭1

bert-base-nli-cls-token 0.29

bert-base-nli-max-tokens 0.30

bert-base-nli-mean-tokens 0.31

bert-base-nli-stsb-mean-tokens 0.32
bert-base-wikipedia-sections-mean-

tokens

0.25

bert-large-nli-cls-token 0.29

bert-large-nli-max-tokens 0.30

bert-large-nli-mean-tokens 0.30

bert-large-nli-stsb-mean-tokens

0.31

roberta-base-nli-mean-tokens 0.28

roberta-base-nli-stsb-mean-tokens 0.29

roberta-large-nli-mean-tokens 0.31

roberta-large-nli-stsb-mean-tokens 0.31

Table A.2: Results of TF-IDF on the test-A
dataset when returning the most similar

sentence.

Range (n-grams) Binary Soft 𝑭1

1–1 − 0.32

1–2 − 0.35

1–3 − 0.36

1–1 + 0.36

1–2 + 0.38
1–3 + 0.37

Table A.3: Results of Universal Sentence

Encoder models on the test-A dataset when

returning the most similar sentence.

Model Soft 𝑭1

multilingual/1 0.38
multilingual-large/1 0.33

multilingual-qa/1 0.28

large/3 0.26

Table A.4: Results of particular

Transformer-based Language Models

(without finetuning) on the test-A
dataset when returning the most similar

sentence. Names as in transformers library:

https://github.com/huggingface/
transformers

Model Soft 𝑭1

bert-base-cased 0.25

bert-base-multilingual-cased 0.24

bert-base-multilingual-uncased 0.32

bert-base-uncased 0.26

bert-large-cased 0.21

bert-large-cased-whole-word-

masking

0.31

bert-large-uncased 0.18

bert-large-uncased-whole-word-

masking

0.35

roberta-base 0.25

roberta-large

0.32

openai-gpt

0.36

gpt2 0.16

gpt2-medium 0.11

gpt2-large 0.41

https://github.com/UKPLab/sentence-transformers
https://github.com/UKPLab/sentence-transformers
https://github.com/huggingface/transformers
https://github.com/huggingface/transformers
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C Soft 𝑭1

𝑐0 0.36
𝑐0:1

0.30

𝑐0:2
0.25

𝑐0:3
0.20

𝑐0:4
0.18

Table A.5: Results of GloVe embeddings

(300d, EDGAR) on the test-A dataset when

Discrete Cosine Transform sentence em-

beddings were created. The 𝑐0
is equiv-

alent to embeddings mean when 𝑘-NN

methods are considered. The similar de-

crease of performance was observed for

other models.

1: http://www.sec.gov/edgar.shtml

2: http://www.gov.uk/

find-charity-information

A.3 Rest of the Clauses Considered

Random subsets of bond issue prospectuses and non-disclosure agree-

ment documents from the US EDGAR database
1

, as well as annual

reports of charitable organizations from the UK Charity Register
2

were

annotated, in such a way that clauses of the same type were selected

(e.g. determining the governing law, merger restrictions, tax changes call

or reserves policy). Clause types depend on the type of a legal act and

can consist of a single sentence, multiple sentences or sentence fragments.

Tables bellow present clause types annotated in each of the document

groups.

Clause (Instances) Example

Governing Law (152/160) The

parties agree on which juris-

diction the contract will be

subject to.

This Agreement shall be governed by and

construed in accordance with the laws of the

State of California without reference to its rules

of conflicts of laws.

Confidential Period

(108/122) The parties

undertake to maintain

confidentiality for a certain

period of time.

The term of this Agreement during which

Confidential Information may be disclosed by

one Party to the other Party shall begin on

the Effective Date and end five (5) years after

the Effective Date, unless extended by mutual

agreement.

Effective Date (79/89) Infor-

mation on the date of entry

into force of the contract.

THIS AGREEMENT is entered into as of the

30th of July 2010 and shall be deemed to be

effective as of July 23, 2010.

Effective Date Reference

(91/111)

This Contract shall become effective (the “Ef-

fective Date”) upon the date this Contract is

signed by both Parties.

No Solicitation (101/117) Pro-

hibition of acquiring employ-

ees of the other party (af-

ter the contract expires) and

maintaining business rela-

tions with the customers of

the other party.

You agree that for a period of eighteen months

(18) from the date hereof you will not directly

or indirectly recruit, solicit or hire any re-

gional or district managers, corporate office

employee, member of senior management of

the Company (including store managers), or

other employee of the Company identified to

you.

http://www.sec.gov/edgar.shtml
http://www.gov.uk/find-charity-information
http://www.gov.uk/find-charity-information
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Confidential Information

Form (152/174) Forms

and methods of providing

confidential information.

“Confidential Information” means any techni-

cal or commercial information or data, trade

secrets, know-how, etc., of either Party or their

respective Affiliates whether or not marked

or stamped as confidential, including without

limitation, Technology, Invention(s), Intellec-

tual Property Rights, Independent Technology

and any samples of products, materials or for-

mulations including, without limitation, the

chemical identity and any properties or specifi-

cations related to the foregoing. Any Develop-

ment Program Technology, MPM Work Prod-

uct, MSC Work Product, Hybrid Work Product,

Prior End-Use Work Product and/or Shared

Development Program Technology shall be

Confidential Information of the Party that

owns the subject matter under the terms set

forth in this Agreement.

Dispute Resolution (67/68)

Arrangements for how to re-

solve disputes (arbitration,

courts).

The Parties will attempt in good faith to resolve

any dispute or claim arising out of or in rela-

tion to this Agreement through negotiations

between a director of each of the Parties with

authority to settle the relevant dispute. If the

dispute cannot be settled amicably within four-

teen (14) days from the date on which either

Party has served written notice on the other of

the dispute then the remaining provisions of

this Clause shall apply.

Table A.6: Clauses annotated in Non-disclosure Agreements. The values in parentheses

indicate the number of documents with a particular clause and the total number of clause

instances, respectively.
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Clause (Instances) Example

Change of Control

Covenant (88/95) Infor-

mation about the obligation

to redeem bonds for 101%

of the price in the event of

change of control.

Upon the occurrence of a Change of Control

Triggering Event (as defined below with re-

spect to the notes of a series), unless we have

exercised our right to redeem the notes of such

series as described above under “Optional Re-

demption,” the indenture provides that each

holder of notes of such series will have the

right to require us to repurchase all or a por-

tion (equal to $2,000 or an integral multiple

of $1,000 in excess thereof) of such holder’s

notes of such series pursuant to the offer de-

scribed below (the “Change of Control Offer”),

at a purchase price equal to 101% of the princi-

pal amount thereof, plus accrued and unpaid

interest, if any, to the date of repurchase, sub-

ject to the rights of holders of notes of such

series on the relevant record date to receive

interest due on the relevant interest payment

date.

Change of Control Notice

(78/79) Information about the

obligation to inform bond-

holders (usually by mail)

about the event of change

of control. This clause usu-

ally follows immediately the

above clause.

Within 30 days following any Change of Con-

trol, B&G Foods will mail a notice to each

holder describing the transaction or transac-

tions that constitute the Change of Control and

offering to repurchase notes on the Change of

Control Payment Date specified in the notice,

which date will be no earlier than 30 days and

no later than 60 days from the date such notice

is mailed, pursuant to the procedures required

by the indenture and described in such notice.

Holders electing to have a note purchased pur-

suant to a Change of Control Offer will be

required to surrender the note, with the form

entitled “Option of Holder to Elect Purchase”

on the reverse of the note completed, to the

paying agent at the address specified in the

notice of Change of Control Offer prior to the

close of business on the third business day

prior to the Change of Control Payment Date.

Cross Default (96/110) The

company does not comply

with certain conditions (event

of default), so the bonds be-

come due (e.g. when the com-

pany does not submit finan-

cial statements on time) — our

clause was limited to the event

of non-repayment, usually the

minimum sum is given.

due to our default, we (i) are bound to repay

prematurely indebtedness for borrowed mon-

eys with a total outstanding principal amount

of $75,000,000 (or its equivalent in any other

currency or currencies) or greater, (ii) have

defaulted in the repayment of any such in-

debtedness at the later of its maturity or the

expiration of any applicable grace period or

(iii) have failed to pay when properly called

on to do so any guarantee of any such indebt-

edness, and in any such case the acceleration,

default or failure to pay is not being contested

in good faith and not cured within 15 days of

such acceleration, default or failure to pay;
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Litigation Default (42/51)

Court verdict or administra-

tive decision which charge the

company for a significant un-

paid amount (another from

the series of event of default).

(8) one or more judgments, orders or decrees

of any court or regulatory or administrative

agency of competent jurisdiction for the pay-

ment of money in excess of $30 million (or

its foreign currency equivalent) in each case,

either individually or in the aggregate, shall

be entered against the Company or any sub-

sidiary of the Company or any of their respec-

tive properties and shall not be discharged and

there shall have been a period of 60 days after

the date on which any period for appeal has

expired and during which a stay of enforce-

ment of such judgment, order or decree, shall

not be in effect;

Merger Restrictions

(188/241) A clause pre-

venting the merger or sale of

a company, etc., except under

certain conditions (generally,

the company should not

avoid its obligations to its

bondholders).

Without the consent of the holders of the out-

standing debt securities under the indentures,

we may consolidate with or merge into, or con-

vey, transfer or lease our properties and assets

to any person and may permit any person to

consolidate with or merge into us. However,

in such event, any successor person must be

a corporation, partnership, or trust organized

and validly existing under the laws of any

domestic jurisdiction and must assume our

obligations on the debt securities and under

the applicable indenture. We agree that after

giving effect to the transaction, no event of

default, and no event which, after notice or

lapse of time or both, would become an event

of default shall have occurred and be continu-

ing and that certain other conditions are met;

provided such provisions will not be appli-

cable to the direct or indirect transfer of the

stock, assets or liabilities of our subsidiaries to

another of our direct or indirect subsidiaries.

(Section 801)

Bondholders Default

(191/241) A clause on the

payment of the principal

amount and interest — they

become due as a result of

an event of default, if such

a declaration is made by

bondholders.

If an event of default (other than an event of

default referred to in clause (5) above with

respect to us) occurs and is continuing, the

trustee or the holders of at least 25% in ag-

gregate principal amount of the outstanding

notes by notice to us and the trustee may, and

the trustee at the written request of such hold-

ers shall, declare the principal of and accrued

and unpaid interest, if any, on all the notes to

be due and payable. Upon such a declaration,

such principal and accrued and unpaid inter-

est will be due and payable immediately. If an

event of default referred to in clause (5) above

occurs with respect to us and is continuing, the

principal of and accrued and unpaid interest

on all the notes will become and be immedi-

ately due and payable without any declaration

or other act on the part of the trustee or any

holders.
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Tax Changes Call (48/56) A

clause about the possibility

of an earlier redemption of

the bond by the issuer if the

tax law or its interpretation

changes.

If, as a result of any change in, or amendment

to, the laws (or any regulations or rulings

promulgated under the laws) of the Nether-

lands or the United States or any taxing au-

thority thereof or therein, as applicable, or

any change in, or amendments to, an official

position regarding the application or inter-

pretation of such laws, regulations or rulings,

which change or amendment is announced or

becomes effective on or after the date of the

issuance of the notes, we become or, based

upon a written opinion of independent coun-

sel selected by us, will become obligated to

pay additional amounts as described above

in “Payment of additional amounts,” then the

Issuer may redeem the notes, in whole, but

not in part, at 100% of the principal amount

thereof together with unpaid interest as de-

scribed in the accompanying prospectus under

the caption “Description of WPC Finance Debt

Securities and the Guarantee-Redemption for

Tax Reasons.”

Financial Statements

(201/317) A clause on the

obligation to submit (usually

to the SEC) annual reports or

other reports.

Notwithstanding that the Company may not

be subject to the reporting requirements of

Section 13 or 15(d) of the Exchange Act, the

Company will file with the SEC and provide

the Trustee and Holders and prospective Hold-

ers (upon request) within 15 days after it files

them with the SEC, copies of its annual report

and the information, documents and other re-

ports that are specified in Sections 13 and 15(d)

of the Exchange Act. In addition, the Com-

pany shall furnish to the Trustee and the Hold-

ers, promptly upon their becoming available,

copies of the annual report to shareholders

and any other information provided by the

Company to its public shareholders generally.

The Company also will comply with the other

provisions of Section 314(a) of the TIA.

Table A.7: Clauses annotated in Corporate Bonds. The values in parentheses indicate the

number of documents with a particular clause and the total number of clause instances,

respectively.





B
DBTW-related Notation

𝔼 Set of embeddings, each embedding represent different sequence

from set 𝕊

ℙ Exponentially explosive set of all possible warping paths through

the grid

𝕊 Set of time-depended sequences 𝕊;

𝕊 B {X1 ,· · · ,Xℎ}

X Time-dependent sequence to align within target sequence Y;

XB (𝑥1 ,· · · , 𝑥𝑛)

X′ Reversed sequence of 𝑋;

X′ B (𝑥𝑛 ,· · · , 𝑥1) = (𝑥′
1
,· · · , 𝑥′𝑛)

Y Time-dependent target sequence;

YB (𝑦1 ,· · · , 𝑦𝑚)

Y′ Reversed sequence of 𝑌;

Y′ B (𝑦𝑚 ,· · · , 𝑦1) = (𝑦′
1
,· · · , 𝑦′𝑚)

Z Consensus sequence at the current iteration; ZB (𝑧1 , ..., 𝑧𝑞)

Z∗ Final consensus sequence

𝑎 Hyperparameter of the smooth inverse frequency (SIF) method

𝑏 Number of iterations needed for DTW Barycenter Averaging

(DBA) to converge

𝑐(𝑥𝑖 , 𝑦𝑗) Local cost measure for domain-specific objects 𝑥𝑖 and 𝑦 𝑗 e.g.,

cosine distance between word embeddings

C𝑝(X,Y) Cost of the warping path 𝑝 between X and Y; C𝑝(X,Y) B∑𝑘
𝑠=1

𝑐(𝑥𝑖𝑠 , 𝑦𝑗𝑠 )

𝐷 Accumulated cost matrix of size 𝑛 × 𝑚 calculated from X, Y

𝐷′ Accumulated cost matrix of size 𝑛 × 𝑚 calculated from X′, Y′

𝐷 𝑙
𝑖 , 𝑗

Item from 𝑖th row and 𝑗th column of matrix 𝐷 calculated from

X𝑙 , Y

𝑒 Element of set 𝔼

𝑒𝑢 Embedding representing sequence 𝑢
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𝑓𝑖 Relative frequency of the token 𝑡𝑖

ℎ Size of set 𝕊

𝑖 Index of 𝑖th element of X

𝑗 Index of 𝑗th element of Y

𝑗∗
1

Index of the beginning of optimal sub-sequence alignment in Y

𝑗∗
𝑘

Index of the end of optimal sub-sequence alignment in Y

𝑗′∗
1

Index of the beginning of optimal sub-sequence alignment in Y′;
𝑗′∗
1
= 𝑚 − 𝑗∗

𝑘
+ 1

𝑗′∗
𝑘

Index of the end of optimal sub-sequence alignment in Y′;
𝑗′∗
𝑘
= 𝑚 − 𝑗∗

1
+ 1

𝑘 Length of warping path 𝑝

𝑙 Index of 𝑙th element of set 𝕊

𝑚 Length of sequence Y

𝑛 Length of sequence X

𝑛𝑙 Length of sequence X𝑙

𝑝 Warping path; 𝑝 B (𝑝1 ,· · · , 𝑝𝑠 ,· · · , 𝑝𝑘)

𝑝∗ Optimal warping path;

𝑝∗ B arg min𝑝∈ℙ(C𝑝(X,Y))

𝑝∗
1

First element of optimal warping path in 𝐷; 𝑝∗
1
= (1, 𝑗∗

1
)

𝑝∗
𝑘

Last element of optimal warping path in 𝐷; 𝑝∗
𝑘
= (𝑛, 𝑗∗

𝑘
)

𝑝′∗
1

First element of optimal warping path in 𝐷′; 𝑝′∗
1
= (1, 𝑗′∗

1
)

𝑝′∗
𝑘

Last element of optimal warping path in 𝐷′; 𝑝′∗
𝑘
= (𝑛, 𝑗′∗

𝑘
)

𝑞 Length of sequence Z

𝑟 Length of the 𝑢 sub-sequence

𝑠 Index of 𝑠th element of warping path 𝑝

𝑡𝑖 𝑖th token corresponding to 𝑖th element of X

𝑢 Sub-sequence from Y similar to sequences from set 𝕊; 𝑢 B
(𝑢1 ,· · · , 𝑢𝑟)

𝑢∗ Sub-sequence from Ymost similar to sequences from set 𝕊

𝑤 Additional weight factor applied to the DTW equation

𝑥𝑖 , 𝑦𝑗 Domain-specific objects e.g., word embeddings
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Successive Halving Top-k and Pooling Experiments

C.1 Successive Halving Top-k Algorithm

Goyal et al. [1] provides the most similar relaxation for beam search, where

they continuously relaxed the top-𝑘-argmax procedure by performing

softmaxes iteratively 𝑘 times and masking the previously extracted

values. Each beam can contribute to the newly selected beam in every

iteration, based on its distance to the max value. By replacing one-hot

coded vectors with their expectations in a similar vein, Plötz and Roth [2]

relaxed the KNN hard top-𝑘 selection rule. Xie and Ermon [3] replaced

a sampling of 𝑘 elements from the collection of items with Gumbel

trick. Nevertheless, all the mentioned top-𝑘 approaches remain too costly

as they perform many iterations over a considered vector. Their time

performance degrades due to 𝑘 softmaxes over the entire input length of

𝑛.

Xie et al. [4] parametrized the top-𝑘 operator in terms of an optimal

transport problem. Employing such an algorithm instead of softmax may

induce numerous zero weights in the attention matrix. However, this

does not reduce the computational complexity of attention, as full-matrix

multiplication has to be performed anyway and we are not concerned

with such a method.

Limitations and Assumptions

The choice of the selection operator is challenging, as it has to be trainable

to instantiate a pooler. Let us view the hard top-𝑘 operator from a more

geometric perspective.

In our setting, we consider sequences of 𝑛 vectors from some vector

space 𝑋 (token embeddings), accompanied by real-valued scores, which

are the basis for choosing the best 𝑘 among 𝑛 vectors. Thus, formally,

a top-𝑘 operator should be defined as Γ : 𝑋𝑛 ×ℝ𝑛 → 𝑋 𝑘
, assigning to

a sequence of 𝑛 vectors 𝑥𝑖 ∈ 𝑋 and their scores 𝑣𝑖 ∈ ℝ a sequence of 𝑘

vectors 𝑦𝑖 ∈ 𝑋. For Γ to deserve the name ‘top-𝑘 operator’, the output

vectors 𝑦𝑖 should depend mostly on the 𝑘 input vectors 𝑥𝑖 with the largest

corresponding scores.

In case of the hard top-𝑘 operator 𝑇, the 𝑦𝑖 are simply the vectors 𝑥𝑖 with

the largest scores, i.e.

𝑇((𝑥𝑖), (𝑣𝑖)) = (𝑥𝑖1 , 𝑥𝑖2 , . . . , 𝑥𝑖𝑘 ), (C.1)
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where the indices 𝑖∗ are chosen so that 𝑣𝑖1 ≥ 𝑣𝑖2 ≥ · · · ≥ 𝑣𝑖𝑘 ≥ 𝑣 𝑗 for

all 𝑗 ∉ {𝑖1 , . . . , 𝑖𝑘}. In other words, 𝑇 can be described as a composition

of sorting the sequence (𝑥𝑖) according to descending scores 𝑣𝑖 , and

projecting onto 𝑋 𝑘
by discarding all but the first 𝑘 elements.

To discuss the properties of 𝑇, let us denote by 𝑆𝑛 the set of all per-

mutations of 𝑛 indices {1, 2, . . . , 𝑛}. For every sequence (𝑥1 , 𝑥2 , . . . , 𝑥𝑛)of

length𝑛 there exists a permutation 𝜎 ∈ 𝑆𝑛 , such that (𝑥𝜎(1) , 𝑥𝜎(2) , . . . , 𝑥𝜎(𝑛))
is sorted in descending order. We will refer to 𝜎 as the sorting permutation
of the sequence (𝑥𝑖). It is unique, provided that the elements 𝑥𝑖 are all

distinct. Otherwise, the sequence 𝑥 is invariant under permuting the

indices of elements which are equal, and every two sorting permutations

differ by such a factor.

For a permutation 𝜎 ∈ 𝑆𝑛 , define 𝑅𝜎 ⊂ ℝ𝑛
as the set of all vectors 𝑣 ∈ ℝ𝑛

for which 𝜎 is a sorting permutation. The regions 𝑅𝜎 cover ℝ𝑛
and have

disjoint interiors, containing vectors with pairwise distinct coordinates.

The restriction of 𝑇 to each region 𝑋𝑛 × 𝑅𝜎 is independent of 𝑣 ∈ 𝑅𝜎,

and it reduces to a linear operator:

𝑇((𝑥𝑖), (𝑣𝑖)) = (𝑥𝜎(1) , . . . , 𝑥𝜎(𝑘)). (C.2)

It follows that 𝑇 is differentiable in the interior of each region 𝑋𝑛 × 𝑅𝜎,

and its non-differentiability points are constrained to the boundaries of

the differentiability regions, i.e. the set 𝑋𝑛 × 𝐷, where 𝐷 = {𝑥 ∈ ℝ𝑛
:

𝑥𝑖 = 𝑥 𝑗 for some 𝑖 ≠ 𝑗}.

In particular, since D is a union of hyperplanes of codimension 1 in ℝ𝑛
,

the non-differentiability set of 𝑇 has measure 0. Just as in the simpler case

of the ReLU activation function, the non-differentiability of the hard top-𝑘

operator is not a serious problem—which is a possible misconception

here.

The real problem is that although the gradient of 𝑇 exists (almost

everywhere), it is not particularly useful, since

𝜕𝑇

𝜕𝑣𝑖
= 0, (C.3)

because in each region 𝑋𝑛 × 𝑅𝜎 the operator 𝑇 is independent of 𝑣𝑖 . This

makes back-propagation through the scores impossible, and prevents

training the scoring function. It could be seen as an extreme case of

the vanishing gradient problem. In the next section, we introduce a

mechanism not prone to this issue.

Analysis and Discussion

We propose an O(𝑛 log
2
(𝑛/𝑘)) time-complexity algorithm for selecting

𝑘 top-scoring representations from a vector of length 𝑛. An iterative

approach of Goyal et al. [1] with O(𝑛𝑘) complexity involves a higher

cost for almost any 𝑘. The total number of exponentiation operations

in the Successive Halving Top-𝑘 is bounded by 2𝑛, as each round of

the tournament halves the input size. Compared to 𝑘𝑛 in the case of

the Goyal et al. [1] algorithm, orders of magnitude savings in expensive

exponentiation operations are obtained.
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Algorithm 6 Successive Halving Top-𝑘 Selection

1: procedure TopK(𝐸, 𝑣)

2: for 𝑖 ← 1, log
2
(⌈𝑛/𝑘⌉) do

3: 𝐸, 𝑣 ← Sort(𝐸, 𝑣)
4: 𝐸, 𝑣 ← Tournament(𝐸, 𝑣)
5: end for
6: return 𝐸
7: end procedure
8:

9: procedure Sort(𝐸, 𝑣)

10: 𝑣′← (𝑣1 , 𝑣2 , ..), where 𝑣𝑖 ≥ 𝑣𝑖+1 and 𝑣𝑖 ∈ 𝑣
11: 𝐸′← (𝐸1 , 𝐸2 , ..), where 𝑣𝑖 ≥ 𝑣𝑖+1 and 𝑣𝑖 ∈ 𝑣
12: return 𝐸′, 𝑣′
13: end procedure
14:

15: procedure Tournament(𝐸, 𝑣)

16: 𝑛 ← 1

2
∥𝑣∥ ⊲ Target size

17: 𝑑← ∥𝐸∗,1∥ ⊲ Representation depth

18: 𝑣′← 0𝑛,1

19: 𝐸′← 0𝑛,𝑑

20: for 𝑖 ← 1, 𝑛 do
21: 𝑤 ← PeakedSoftmax(𝑣𝑖 , 𝑣2𝑛−𝑖+1)
22: 𝐸′

𝑖
← 𝐸𝑖 · 𝑤0 + 𝐸2𝑛−𝑖+1 · 𝑤1

23: 𝑣′
𝑖
← 𝑣𝑖 · 𝑤0 + 𝑣2𝑛−𝑖+1 · 𝑤1

24: end for
25: return 𝐸′, 𝑣′
26: end procedure

Another key requirement for a robust top-𝑘 algorithm is to accurately ap-

proximate hard selection. Meanwhile, iteration-based algorithm disperses

the probability mass over all items, resulting in a poor approximation

of top-𝑘. This inefficiency of softmax over long vectors can be overcome

by multiplying them by a large constant; however, this leads to numer-

ical instability. Moreover, they tend to perform worse when employed

as a neural network layer due to the long chain of backpropagation’s

dependencies.

In contrast, we always perform softmax over a pair of values, guaranteeing

that there will be a candidate with a ≥ 0.5 probability assigned. After

each pass, the best scoring 𝑘 vectors with a small noise are obtained. It is

a result of interpolating with the lower-scoring element from each pair.

As stated in the paper, we ensure that strong candidates have weakly-

scoring opponents, strengthening their presence in the tournament’s

next round. The fundamental requirement of this trick is to sort inputs,

resulting in an additional cost of O(𝑛 log(𝑛)). However, in the case of

modern CPUs, this cost is practically negligible. Yet, the sorting step

can be omitted, leading to a slightly degraded top-𝑘 approximation.

During the process, a vector with considerable noise may be produced

for elements with indexes closer to the 𝑛/2. Nevertheless, some noise

itself is desired, as it allows gradients to propagate to elements out of the

top-𝑘.
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Differential Properties

Recall the description of hard top-𝑘 from Section C.1. The main advantage

introduced by soft top-𝑘 operator of Successive Halving, is providing

reasonable gradients with respect to the scores 𝑣𝑖 . This allows to create a

trainable pooling mechanism reducing the number of output embeddings.

At the same time, it does not improve differentiability—which is another

possible misconception we wanted to dispel.

In our proposed approach we assume that both 𝑛 and 𝑘 are powers

of 2. The soft top-𝑘 operator is then defined through a composition of

log
2
(𝑛/𝑘) halving operators 𝐻𝑛 : 𝑋𝑛 × ℝ𝑛 → 𝑋𝑛/2 × ℝ𝑛/2

, reducing the

number of vectors and their scores by half (see Appendix C.1).

The halving operator itself is the composition of sorting the vectors

together with their scores, and a transformation 𝐶 : 𝑋𝑛 ×ℝ𝑛 → 𝑋𝑛/2 ×
ℝ𝑛/2

producing 𝑛/2 convex combinations of the form

𝑦𝑖 = 𝑤𝑖𝑥𝑖 + (1 − 𝑤𝑖)𝑥𝑛+1−𝑖 , (C.4)

where the weights are the softmax of the pair of scores (𝑣𝑖 , 𝑣𝑛+1−𝑖), i.e.

𝑤𝑖 =
𝑒𝑣𝑖

𝑒𝑣𝑖 + 𝑒𝑣𝑛+1−𝑖
. (C.5)

Similarly as in the case of the hard top-𝑘 operator, the non-differentiability

of 𝐻𝑛 arises from sorting. The convex combinations however smooth out

some of the non-differentiabilities.

Let 𝜏 ∈ 𝑆𝑛 be the transposition of 𝑖 and 𝑛 + 1 − 𝑖. The transformation 𝐶

is then invariant under 𝜏, which transposes both the weights (𝑤𝑖 , 1−𝑤𝑖),
and vectors (𝑥𝑖 , 𝑥𝑛+1−𝑖). Hence, 𝐶 is invariant under the subgroup 𝐺 ⊆
𝑆𝑛 generated by such transpositions. As a consequence, on the set

𝑋𝑛 ×⋃𝜌∈𝐺𝜎 𝑅𝜌 the operator 𝐻 is given by

𝐻𝑛((𝑥𝑖), (𝑣𝑖)) = 𝐶((𝑥𝜎(1) , . . . , 𝑥𝜎(𝑛)), (𝑣𝜎(1) , . . . , 𝑣𝜎(𝑛))), (C.6)

and since 𝐶 is differentiable, so is the restriction of 𝐻 to this region.

In summary, while in the case of the hard top-𝑘 operator there are 𝑛!

differentiability regions corresponding to sorting permutations, for the

halving operator the differentiability regions are their unions correspond-

ing to the cosets of 𝐺 in 𝑆𝑛 . Since the generating transpositions of 𝐺 are

disjointly supported, it is isomorphic to ℤ
𝑛/2
2

, and therefore there are

2
−𝑛/2𝑛! differentiability regions.

The Successive Halving top-𝑘 operator is the composition of multiple

halving operators, each introducing new non-differentiabilities, and the

final projection onto 𝑋 𝑘
. The arising non-differentiability set is still of

measure 0, which is covered in detail in Appendix C.1.

Differential Properties of Complete Successive Halving
Top-k Operator

We have shown that hard top-𝑘 operator makes back-propagation through

the scores impossible, and prevents training the scoring function (Sec-
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tion C.1), whereas top-
𝑛
2

halving is not prone to this problem (Section C.1).

We discuss the properties of full-featured Successive Halving bellow.

We have previously covered the case of 𝐻𝑛 . But the succesive halving

top-𝑘 operator Γ : 𝑋𝑛 ×ℝ𝑛 → 𝑋 𝑘
is the composition

Γ = pr𝑋 𝑘 ◦𝐻2𝑘 ◦ 𝐻4𝑘 ◦ · · · ◦ 𝐻𝑛/2 ◦ 𝐻𝑛 (C.7)

of multiple halving operators, each introducing new non-differentiabilities,

and the projection pr𝑋 𝑘 : 𝑋 𝑘 × ℝ𝑘 → 𝑋 𝑘
. The non-differentiability set

of Γ is contained in the preimages of non-differentiability sets of the 𝐻𝑖

with respect to the preceding factors in the composition.

In such a situation it is generally not obvious that the resulting non-

differentiability set is still of measure 0. To remedy this, let us first

make some general observations about differentiability sets of mappings

between manifolds.

For a mapping 𝐹 : 𝑀 → 𝑁 of smooth manifolds, denote by 𝑍𝐹 the set of

all points 𝑝 ∈ 𝑀 such that either 𝐹 is not smooth in any neighborhood

of 𝑝, or the rank of the derivative of 𝐹 at 𝑝 is not maximal. Observe that

if the closure 𝑍𝐹 of 𝑍𝐹 ⊆ 𝑀 has measure 0, then the preimage 𝐹−1[𝐸]
of any set 𝐸 ⊂ 𝑁 of measure 0 is itself of measure 0. Indeed, we may

decompose such preimage as

𝐹−1[𝐸] = (𝐹−1[𝐸] ∩ 𝑍𝐹) ∪ (𝐹−1[𝐸] ∩ (𝑀 \ 𝑍𝐹)), (C.8)

where the first component has measure zero (being a subset of 𝑍𝐹), while

the second component can be covered by a countable family of open sets

on which 𝐹 is differentiable, its derivative has maximal rank, and the

constant rank theorem applies. Thus, locally on each set𝑈 of this cover,

𝐹 is conjugate to a projection ℝ𝑚 → ℝ𝑛
, and 𝐹 |−1

𝑈
[𝐸] has measure 0. In

the end, 𝐹−1[𝐸] is decomposed into a countable union of zero-measure

sets, so it has measure 0.

It follows that if𝐺 : 𝑁 → 𝑃 is another mapping such that 𝑍𝐺 has measure

0 in 𝑁 , then 𝑍𝐺◦𝐹 also has measure 0, since

𝑍𝐺◦𝐹 ⊆ 𝑍𝐹 ∪ 𝐹 |−1

𝑀\𝑍𝐹 [𝑍𝐺] = 𝑍𝐹 ∪ 𝐹 |−1

𝑀\𝑍𝐹 [𝑍𝐺]. (C.9)

Above, 𝐹 |−1

𝑀\𝑍𝐹 commutes with the closure operator because the restriction

𝐹 |𝑀\𝑍𝐹 is continuous. This result extends by induction to compositions

of any number of mappings.

In order to show that Γ defined as the composition (C.7) is almost

everywhere differentiable, it therefore suffices to prove that 𝑍Γ has

measure 0, which in turn amounts to showing that 𝑍𝐻𝑖
has measure zero

for any halving transformation 𝐻𝑖 . Recall that the halving transformation

is the composition of the corresponding sorting operator and convex

combination operator 𝐶 defined in (C.4) and (C.5).

For the sorting operator, the non-differentiability set is a union of a finite

number of hyperplanes, hence a closed set of measure zero, and outside

this set the derivative has maximal rank. The operator 𝐶 on the other

hand is smooth, and it remains to verify the rank of its derivative. Denote

((𝑦𝑖), (𝑢𝑖)) = 𝐶((𝑥𝑖), (𝑣𝑖)), and observe that 𝜕𝑢𝑖/𝜕𝑥 𝑗 = 0. Therefore it is

enough to show that the matrices of partial derivatives (𝜕𝑦𝑖/𝜕𝑥 𝑗)𝑖 𝑗 and
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(𝜕𝑢𝑖/𝜕𝑣 𝑗)𝑖 𝑗 have linearly independent columns. For 𝑗 ∈ {𝑖 , 2𝑚 + 1 − 𝑖}
we have

𝜕𝑦𝑖
𝜕𝑥 𝑗

=
𝑒𝑣 𝑗

𝑒𝑣𝑖 + 𝑒𝑣2𝑚+1−𝑖
> 0, (C.10)

and 𝜕𝑦𝑖/𝜕𝑥 𝑗 = 0 for all other 𝑗. Since the sets {𝑖 , 2𝑚 + 1− 𝑖} are pairwise

disjoint, the columns are linearly independent.

In case of 𝜕𝑢𝑖/𝜕𝑣 𝑗 the reasoning is similar. They are again nonzero only

for 𝑗 ∈ {𝑖 , 2𝑚 + 1 − 𝑖}, for which

𝜕𝑢𝑖
𝜕𝑣 𝑗

=
𝑒𝑣 𝑗

(
𝑒𝑣2𝑚+1−𝑗 (𝑣 𝑗 − 𝑣2𝑚+1−𝑗) + 𝑒𝑣 𝑗 + 𝑒𝑣2𝑚+1−𝑗

)
(𝑒𝑣 𝑗 + 𝑒𝑣2𝑚+1−𝑗 )2 , (C.11)

and this is strictly positive for at least one 𝑗 ∈ {𝑖 , 2𝑚 + 1 − 𝑖}. It follows

that the columns are non-zero and have non-zero entries in different

rows, so again they are linearly independent.

We have therefore shown that the Jacobian matrix of 𝐶 has linearly

independent columns, or in other words, its derivative is surjective at

every point, which is what we needed to complete the proof that the

non-differentiability set of Γ can be covered by a locally finite family of

codimension 1 submanifolds, thus being of measure 0.

C.2 Summarization Experiments

This appendix covers other ablation studies and details of previously-

reported experiments.

Shallow Models Setup

Shared setup. The models were trained using the Adam optimizer

and cross-entropy loss, with hyperparameters specified in Table C.1.

Validation was performed every three epochs on a validation set and the

training stopped when no progress was observed taking the seven last

scores into account. Presented scores are the best scores on a validation

set. All of the considerations assumed the use of dot-product attention

except for LSH and Efficient Transformers.

Vanilla. The exact setup of Vanilla Transformer is provided in Ta-

ble C.1.

Blockwise. We employed block attention with window size and stride

equal to 512. We use block attention in the encoder, and the decoder

features dense attention. The rest of the parameters follows shared

setup.
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Hparam Value

Encoder Layers 2

Decoder Layers 2

Vocab size 32k

Dropouts .1

Activation ReLU

Emb dim 512

FFN emb dim 2048

Encoder positional emb sinusoidal

Decoder positional emb None

Batch size 256

Learning rate 5e-4

Learning rate decay –

Shared emb True

Weight decay .1

Attention heads 8

Beam size 8

Total parameters 32M

Table C.1: Hyperparameters for shallow

models used in the summarization experi-

ments.

Transpooler. Transpooler features linear scorer and successive halving

algorithm. It uses Blockwise’s setup of blockwise attention. Pooling is

performed after the last encoder layer. The number of halving rounds

depends on the proportion of maximal input sequence size and the

desired bottleneck size. Transpoolers models were trained and validated

with our soft top-𝑘.

In the case of input chunking and use of blockwise attention, positions

were calculated originating at the beginning of document. For simplicity,

no positional embeddings were used on the decoder side. We argue, that

embeddings passed down have already sufficient positional information

from the encoder.

LSH. All of the previous considerations assumed the use of dot-product

attention with memory and computational costs growing quadratically

with the input size. Baselines relying on either efficient or LSH-based

attention were conducted with two heads of local window attention that

has been shown to improve models with long-range sparsity [5]. Without

local attention, their results were several points lower. We assumed an

LSH bucket size of 64 and four parallel hashes. Bucket size follows the

authors’ recommendations, whereas the number of hashes is a reasonable

trade-off between memory complexity and approximation quality [6].

Although one may obtain slightly better scores with eight hashes, it

would result in higher memory consumption than in the case of full

attention baselines for all of the considered sequence lengths. The rest of

the parameters follow the Blockwise baseline.

Efficient Transformer. The training setup follows the original work. The

Efficient Transformer does not have any specific parameters to determine,

so all other training/validation choices agree with Blockwise baseline.

Funnel Transformer. The training setup of Funnel follows the original

work, with the specific strided mean pooling and upsampling before
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Table C.2: Hyperparameters for Deep-

Pyramidion and deep Blockwise baseline

models used in the summarization experi-

ments.

Hparam Value

Encoder Layers 6

Decoder Layers 6

Vocab size 32k

Dropouts .1

Activation ReLU

Emb dim 768

FFN emb dim 3072

Encoder positional emb sinusoidal

Decoder positional emb None

Batch size 256

Learning rate 5e-4

Learning rate decay –

Shared emb True

Weight decay .1

Attention heads 8

Warmup steps 5k

Total Parameters 124M

passing to the decoder. For example, in Funnel 8𝑘 → 512 (pooling from

8k to 512), 16 consecutive tokens were averaged after the first encoder

layer. The decoder size is 8k, and the residual connections start from the

first’s layer output (taken just before pooling).

PoWER-BERT. As it comes to the PoWER-based models, we finetune

Vanilla transformers with a progressive elimination of word vectors on

the encoder side, following the approach of Goyal et al. [7]. We do not

optimize the number of eliminated embeddings but assume the fixed

reduction, similarly to our Pyramidion models. Additionally, Table 6.3

reports results with a progressive elimination of word vectors on the

encoder side, adapted from PoWER-BERT [7]. Note that models are

not trained from scratch in this approach, and we assumed blockwise

attention to make it comparable with our models (see Appendix B). We

started from appropriate checkpoints of a blockwise model and finetuned

it for ten epochs. Here, we validated every one epoch. As training time,

we provide times achieved during this finetuning. As presumed, a hard

selection of word vectors offers an improved inference time for the cost

of slightly decreased ROUGE scores.

Number of Layers, Bottleneck Size

Deeper Pyramidion and Transpooler models with various pooling config-

urations were further examined in Table C.3. The training setup follows

the previously described Transpooler setup. In the case of Pyramidion,

we pool after the first or the second layer in the encoder. Scores of

Pyramidion with pooling operation after the second and subsequent

layers are significantly higher than #9, presumably because the represen-

tations after the first layer are not reliable enough to produce meaningful

scores.

The Pyramidion with a three-layer encoder that reduces the input of

8k tokens gradually to 2k [#13] offers results 1.2 points better than the
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Table C.3: Scores and complexities of the Pyramidion and Transpooler with different encoder and decoder depths, as well as various lengths

after pooling. The input of 8k representations pooled gradually to decoder length. Two-layer decoder and encoder of depth ranging from 2

to 4 layers. Arrow→ denotes an additional pooling between encoder layers.

# Architecture

Lengths Time ROUGE

Encoder Decoder Training Inference R-1 R-2

21

Pyramidion


8k→ 2k 512 1.07 4.18 31.1 11.5

22 8k, 8k→ 2k 512 1.55 4.26 41.2 16.5

23 8k, 8k→ 2k→ 512 128 1.78 3.74 37.3 14.3

24 8k, 8k→ 4k 2k 1.47 5.49 43.0 17.2
25

Transpooler

{
8k, 8k 2k 1.26 5.51 42.7 16.7

26 8k, 8k, 8k 2k 1.74 5.54 43.1 17.3

Table C.4: Scores depending on blockwise attention block size and sparsification mechanism with 2k and 8k encoder input length considered.

Different models with a two-layer encoder and a two-layer decoder.

# Pooling Block size

Lengths Time ROUGE

Encoder Decoder Training Inference R-1 R-2

27

No pooling


128 2k 2k 0.25 5.11 39.1 14.4

28 512 2k 2k 0.31 5.28 38.6 14.1

29 (without) 2k 2k 0.60 5.77 38.2 14.0

30

Transpooler


128 2k 512 0.49 3.99 38.2 14.1

31 512 2k 512 0.54 4.24 39.1 14.6
32 (without) 2k 512 0.82 4.49 37.1 13.7

Vanilla model consuming input of the same length [#3]. Additionally,

the complexity was reduced by a factor of 13 and 4 in the encoder and

decoder, respectively, while achieving 3× training and 2.4× inference

acceleration.

Finally, a series of Pyramidion experiments confirmed the applicability

of gradual pooling with bottlenecks of 128, 512, and 2k sizes [#12, #11,

#13]. It can be noticed that a reduction in the bottleneck’s size leads to a

decrease in performance.

Effect of Block Size

We provide ablation experiments on block size effects in Table C.4.

For simplicity, all of the previous experiments were conducted with

an attention block size of 512 where applicable. Block consisting of

128 tokens lead to an improved encoder complexity and slightly lower

computation time [#25, #28, #31]. It is not always achieved at the price of

decreased ROUGE scores.

The scoring mechanism introduces some overhead during the training,

which may be noticeable for shorter sequences. However, when it comes

to the inference time we aimed at when proposing the method, it can be

observed that a pooling operation positively impacts it. Pooling improves

the inference time whether or not it is used in combination with blockwise

attention.
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Deep Model Setup

Training. Table C.2 presents the shared setup of a DeepPyramidion and

Blockwise, evaluated in the Section 6.6. We train until the validation

score was not achieved for 7 consecutive validations.

Inference. We follow parameters for the generation of HAT-BART [8]:

a beam width of 2, length penalty of 1, and minimum and maximum

generation lengths of 72 and 966, respectively. We validated on the

validation set every three epochs and chose the best performing model

to generate outputs on the test set.

Hardware and Software Used

All experiments and benchmarks were performed on a DGX-A100 server

equipped with eight NVIDIA Tesla A100 GPUs. We based our experi-

ments on fairseq [9] v0.9.0, Python 3.6.10, PyTorch 1.6.0a0+9907a3e [10],

CUDA Version 11.0 and NVIDIA drivers 450.51.06. We trained in a full

precision. We release our code and models on an MIT license.

Detailed Results

Table C.5 reports ROUGE scores for all of the evaluated models. In

addition, we report 95% bootstrap confidence intervals of an estimate of

the data here to mean scores.

The average time of processing a batch of documents is reported in

Table C.6. We used batch of size 64 for training, and 8 for inference.

Decoding experiments were synthetic. Specifically, we assumed a fixed

length of either 256 or 512 tokens to decode to discount for lower

processing time of models predicting the end of sequence token earlier.
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# ROUGE-1 (CI) ROUGE-2 (CI)

1 28.1 (27.8 − 28.3) 8.3 (8.1 − 8.4)
2 38.2 (37.9 − 38.5) 14.0 (13.8 − 14.2)
3 41.8 (41.6 − 42.1) 16.1 (15.9 − 16.4)
4 38.6 (38.3 − 38.8) 14.1 (13.9 − 14.3)
5 41.9 (41.6 − 42.1) 16.7 (16.5 − 17.0)
6 39.1 (38.9 − 39.4) 14.6 (14.4 − 14.8)
7 41.8 (41.6 − 42.1) 16.4 (16.2 − 16.7)
8 42.7 (42.4 − 43.0) 16.7 (16.5 − 16.9)
9 28.5 (28.3 − 28.7) 7.5 (7.4 − 7.6)

10 33.6 (33.4 − 33.8) 10.5 (10.4 − 10.6)
11 35.7 (35.5 − 36.0) 11.2 (11.1 − 11.4)
12 28.4 (28.2 − 28.6) 7.8 (7.7 − 7.9)
13 34.1 (33.9 − 34.4) 10.4 (10.3 − 10.6)
14 35.0 (34.7 − 35.2) 10.8 (10.7 − 11.0)
15 35.3 (35.0 − 35.5) 12.7 (12.5 − 12.9)
16 36.9 (36.6 − 37.2) 14.1 (13.9 − 14.4)
17 42.0 (41.7 − 42.3) 16.5 (16.3 − 16.7)
18 38.6 (38.3 − 38.8) 14.3 (14.1 − 14.5)
19 41.8 (41.6 − 42.1) 16.5 (16.3 − 16.8)
20 42.0 (41.7 − 42.2) 16.4 (16.2 − 16.6)
21 31.1 (30.7 − 31.6) 11.5 (11.3 − 11.7)
22 41.2 (40.9 − 41.4) 16.5 (16.3 − 16.8)
23 37.3 (37.1 − 37.6) 14.3 (14.1 − 14.5)
24 43.0 (42.7 − 43.3) 17.2 (17.0 − 17.5)
25 → See #8
26 43.1 (42.8 − 43.3) 17.3 (17.0 − 17.5)
27 39.1 (38.8 − 39.3) 14.4 (14.2 − 14.6)
28 38.6 (38.3 − 38.8) 14.1 (13.9 − 14.3)
29 → See #2
30 38.2 (38.0 − 38.4) 14.1 (13.9 − 14.3)
31 → See #6
32 37.1 (36.9 − 37.4) 13.7 (13.5 − 13.8)

Table C.5: Scores with 95% bootstrap con-

fidence intervals of an estimate of the data

[11].
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Table C.6: Mean time of processing and

inference in seconds ± standard deviation.

We assumed a fixed length of 256 or 512

tokens to decode to discount for lower

processing time of models predicting the

end of sequence token earlier.

# Training Inference @ 256 Inference @ 512

1 0.13 ±0.02 2.05 ±0.01 4.23 ±0.01

2 0.60 ±0.03 2.76 ±0.01 5.77 ±0.02

3 4.46 ±0.26 6.56 ±0.03 13.27 ± 0.06

4 0.31 ±0.02 2.58 ±0.00 5.28 ± 0.01

5 0.85 ±0.12 5.40 ±0.00 11.49 ± 0.01

6 0.54 ±0.02 2.09 ±0.00 4.24 ± 0.01

7 1.44 ±0.04 2.14 ±0.00 4.28 ± 0.01

8 1.26 ±0.06 2.71 ±0.00 5.51 ± 0.01

9 0.19 ±0.02 2.16 ±0.01 4.27 ± 0.01

10 0.56 ±0.03 3.01 ±0.01 5.92 ± 0.01

11 1.69 ±0.12 0.87 ±0.05 13.41 ± 0.07

12 0.12 ±0.02 2.16 ±0.01 4.20 ± 0.01

13 0.29 ±0.03 2.98 ±0.02 5.91 ± 0.01

14 0.82 ±0.10 6.91 ±0.06 13.75 ± 0.08

15 1.04 ±0.04 2.17 ±0.11 4.28 ± 0.18

16 1.87 ±0.16 2.71 ±0.09 5.33 ± 0.15

17 2.06 ±0.16 3.57 ±0.12 6.92 ± 0.17

18 0.61 ±0.11 2.07 ±0.06 4.01 ± 0.04

19 1.78 ±0.14 2.08 ±0.07 4.03 ± 0.06

20 1.53 ±0.13 2.64 ±0.07 5.25 ± 0.04

21 1.05 ±0.05 2.12 ±0.01 4.18 ± 0.01

22 1.55 ±0.04 2.12 ±0.01 4.26 ±0.01

23 1.78 ±0.05 1.86 ±0.01 3.74 ±0.01

24 1.47 ±0.04 2.69 ±0.01 5.49 ±0.01

25 → See #8
26 1.74 ±0.05 2.73 ±0.01 5.54 ±0.01

27 0.25 ±0.02 2.51 ±0.00 5.11 ± 0.01

28 0.31 ±0.02 2.58 ±0.00 5.28 ± 0.01

29 → See #2
30 0.49 ±0.03 2.04 ±0.01 3.99 ± 0.01

31 → See #6
32 0.82 ±0.03 2.20 ±0.01 4.49 ± 0.02
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WikiReading Experiments

D.1 Hyperparameter Search

Table D.1 summarizes search space considered and hyperparameters

determined as optimal when the validation set of WRR is considered.

Hyperparameters for WRR were optimized using the Tree-structured

Parzen Estimator with additional heuristics and Gaussian priors resulting

from the default settings proposed for this sampler in the Optuna

framework. An evaluation was performed every 8,000 steps, and the

validation-based early stopping was applied when no progress was

achieved in three consecutive validations. Intermediate results of each

trial (results from every validation) were monitored and used to stop

unpromising training earlier.

The trial was pruned in the case its best intermediate value was in the

bottom 90 percentiles among trials at the same step (only the top 10% of

trials were allowed to continue the training). This process was disabled

until five trials finished.

The total number of 250 trials was performed for each architecture.

D.2 Basic seq2seq Replication Details

Since the basic seq2seq model description missed some essential details,

they had to be assumed before model training. For example, we supposed

that the model consisted of unidirectional LSTMs. It was trained with

mean (per word) cross-entropy loss until no progress was observed for 10

consecutive validations occurring every 10,000 updates. Input and output

sequences were tokenized and lowercased. Besides, and truecasing was

applied to the output. We use syntok
∗

tokenizer and a simple RNN-based

truecaser proposed by Susanto, Chieu, and Lu [12]. During inference, we

used a beam size of 8. The rest of the parameters followed the description

provided by the authors.

∗ https://github.com/fnl/syntok

https://github.com/fnl/syntok
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Table D.1: Search space considered and hyperparameters determined as optimal when the validation set of WRR is considered. The
∗

symbol denotes tied hyperparameters set to the same values for both encoder and decoder where applicable. The use of pretrained RoBERTa

model resulted in the necessity to stick with several architectural choices signalized by – character.

Parameter Search space Vanilla Dual-source RoBERTa

batch size 2
{6,7,8,9}

2
9

2
9

learning rate 1−5, 5−5,.., 1−2 5−4 5−5

lr scheduler inverse sqrt, linear decay linear linear

hidden dropout  0, 0.1

0 0.1
attention dropout 0 0.1
activation dropout 0 0

weight decay 0 0.1

encoder layers

1, .., 6
2 –

decoder layers 2 6

embedding dim
∗

2
{5,6,..,9}

2
9

–

ffn embedding dim
∗

2
{6,7,..,11}

2
7

–

attention heads
∗

2
{2,3,4,5}

2
3

–

activation function
∗

ReLU, GELU ReLU GELU

learned positional emb
∗

true, false false –

share all emb true, false false –



E
Document Understanding Benchmark Details

E.1 Considered datasets

Desired characteristics

End-to-end nature. As the value and importance of Document Un-

derstanding result from its application to process automation, a good

benchmark should measure to which degree workers can be supported

in their tasks. Though Layout Analysis is oldest of the Document Un-

derstanding problems, its output is often not an end in itself but rather

a half-measure disconnected from the final information the system is

used for. We also remove all tasks which as an input takes collection of

documents.

Quality. Availability of high-quality annotation was a condition sine
qua non for a task to qualify. To ensure the highest annotation quality,

we excluded resources prepared using a distant annotation procedure,

e.g., classification tasks where entire sources were labeled instead of

individual instances, or templated question-answer pairs.

Difficulty. As it makes no sense to measure progress on solved problems,

only tasks with a substantial gap between human performance and state-

of-the-art models were considered. In the case of promising tasks lacking

a human baseline, we provided our estimation. Moreover, we remove all

tasks were free text was dominated in documents (we don’t need to use

layout or visual features).

Licensing. In publishing our benchmark, we are making efforts to ensure

the highest standards for the future of the machine learning community.

Only tasks with a permissive license to use annotations and data for

further research can be considered.

At the same time, we recognized it is essential to approach the bench-

mark construction holistically, i.e., to carefully select tasks from diverse

domains and types in the rare cases where datasets are abundant.

Datasets selection process

The review protocol consisted of a manual search in specific databases,

repositories and distribution services. The scientific resources included

in the search were:

▶ https://paperswithcode.com/datasets/

▶ https://datasetsearch.research.google.com/

https://paperswithcode.com/datasets/
https://datasetsearch.research.google.com/
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Table E.1: Comparison of selected and considered datasets with their base characteristic, including information regarding whether an input

is a collection of documents (Col.), entire document (Doc.) or document excerpt (Exc.).

Dataset Type

Size (thousands) Selection criteria Input

Domain Comment

T
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n
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e
v

T
e
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t
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-
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o
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d

Q
u
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u

l
t
y

L
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c
e
n

s
i
n

g

Kleister Charity [13] KIE 1.73 .44 .61 + + + + Doc. Finances

PWC [14] KIE .2 .06 .12 + + + + Doc. Scientific

DeepForm [15] KIE .7 .1 .3 + + + + Doc. Finances

DocVQA [16] Visual QA 10.2 1.3 1.3 + + + + Doc. Business

InfographicsVQA [17] Visual QA 4.4 .5 .6 + + + + Doc. Open

TabFact [18] Table NLI 13.2 1.7 1.7 + + + + Exc. Open

WTQ [19] Table QA 1.4 .3 .4 + + + + Exc. Open

Kleister NDA [13] KIE .25 .08 .2 + + − + Doc. Legal Dominated by extraction from free text

SROIE [20] KIE .63 - .35 + + − + Doc. Finances No room for improvement

CORD [21] KIE .8 .1 .1 + + − + Doc. Finances No room for improvement

Wildreceipt [22] KIE 1.27 - .47 + + − + Doc. Finances No room for improvement

WebSRC [23] KIE 4.55 .9 1.0 + − + + Doc. Open Templated input data

FUNSD [24] KIE .15 - .05 + − + + Doc. Finances Known disadvantages [25]

DocVQA [17] Visual QA 4.4 .5 .6 − + + + Col. Open Document Collection Question Answering

TextbookQA [26] Visual QA .67 .2 .21 + − + + Doc. Educational Source files are not available

MultiModalQA [27] Visual QA 23.82 2.44 3.66 + − + + Doc. Open Automatically generated questions

VisualMRC [28] Visual MRC 7 1 2 + + − + Doc. Open Human performance reached

RVL-CDIP [29] Classification 320 40 40 + + − + Doc. Finances No room for improvement

DocFigure [30] Classification 19.8 - 13.1 + + − + Doc. Scientific No room for improvement

EURLEX57K [31] Classification 45 6 6 + + − + Doc. Legal Dominated by extraction from free text

MELINDA [32] Classification 4.34 .45 .58 + − + + Doc. Scientific Semi-supervised annotation

S2-VL [33] DLA 1.3 - - − + + + Doc. Scientific Cross-validation for training and testing

DocBank [34] DLA 398 50 50 − − + + Doc. Scientific Automatic annotation

Publaynet [35] DLA 340.4 11.9 12 − − + + Doc. Scientific Automatic annotation

FinTabNet [36] DLA 61.8 7.19 7.01 − + + + Doc. Finances Different styles in comparison to sci./gov. docs

PlotQA [37] Figure QA 157 33.7 33.7 + − + + Exc. Open Synthetic

Leaf-QA [38] Figure QA 200 40 8.15 + − + + Exc. Open Templated questions

TAT-QA [39] Table QA 2.2 .28 .28 + − + + Exc. Finances Source files are not available

WikiOPS [40] Table QA 17.28 2.47 4.67 + + − + Exc. Open No room for improvement

FeTaQA [41] Table QA 7.33 1.0 2.0 + − + + Exc. Open Answers as a free-form text

HybridQA [42] Table QA 62.68 3.47 3.46 − + + + Col. Open Multihop Question Answering

OTT-QA [43] Table QA 41.46 2.24 2.16 − + + + Col. Open Multihop Question Answering

INFOTABS [44] Table NLI 1.74 .2 .6 + + + + Col. Open TabFact is very similar

▶ https://data.mendeley.com/

▶ https://arxiv.org/search/

▶ https://github.com/

▶ https://allenai.org/data/

▶ https://www.semanticscholar.org/

▶ https://scholar.google.com/

▶ https://academic.microsoft.com/home

Results were reviewed by one of authors of the present paper and the

resources related to classification, KIE, QA, MRC, and NLI over complex

documents, figures, and tables were identified as potentially relevant (in

accordance with inclusion criteria described in Section E.1).

The initial search assumed use of the following keywords: Question
Answering, Visual Question Answering, Document Question Answering, Doc-
ument Classification, Document Dataset, Information Extraction. Additionally,

we used Machine Reading Comprehension, Question Answering, VQA in

combination with Document, and Visual, Document, Table, Figure, Plot,
Chart, Hybrid in combination with Question Answering or Information
Extraction.

Table E.1 presents list of relevant datasets and results of their assessment

according to the criteria of end-to-end nature, quality, difficulty, and

licensing. Candidate tasks resulted from an extensive review of both

literature and data science challenges without accompanying publication

and their basic characteristics.

https://data.mendeley.com/
https://arxiv.org/search/
https://github.com/
https://allenai.org/data/
https://www.semanticscholar.org/
https://scholar.google.com/
https://academic.microsoft.com/home
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E.2 Minor dataset modifications

Deduplication. Through the systematic analysis and validation of the

chosen datasets, we noticed one of the commonly appearing defects is

the presence of duplicated annotations. We decided to remove these

duplicates from InfographicsVQA (14 annotations from train, two from

the dev set), DocVQA (four from train and test sets each), TabFact (309

from train, 53 from dev, and 52 the test set), and WikiTableQuestions

(one annotation from each train and test sets).

E.3 Tasks processing and reformulation

Since part of the datasets were reformulated or modified to improve the

benchmark quality or align the task with the Document Understanding

paradigm, we describe the introduced changes in detail below.

WikiTableQuestions⋆. We prepare input documents by rendering

table-related HTML distributed by authors in wkhtmltopdf and crop the

resulting files with pdfcrop. As these code excerpts do not contain head
tag with JavaScript and stylesheet references, we use the header from the

present version of the Wikipedia website.

Approximately 10% of tables contained at least one img tag with a source

that is no longer reachable. It results in a question mark icon displayed

instead of the image and does not impact the evaluation procedure since

the questions here do not require image comprehension.

Year Venue Winners Runner-up 3rd	place
2005 	Pardubice 	Poland	(41	pts) 	Sweden	(35	pts) 	Denmark	(24	pts)
2006 	Rybnik 	Poland	(41	pts) 	Sweden	(27	pts) 	Denmark	(26	pts)
2007 	Abensberg 	Poland	(40	pts) 	Great	Britain	(36	pts) 	Czech	Republic	(30	pts)
2008 	Holsted 	Poland	(40	pts) 	Denmark	(39	pts) 	Sweden	(38	pts)
2009 	Gorzów	Wlkp. 	Poland	(57	pts) 	Denmark	(45	pts) 	Sweden	(32	pts)
2010 	Rye	House 	Denmark	(51	pts) 	Sweden	(37	pts) 	Poland	(35	pts)
2011 	Balakovo 	Russia	(61	pts) 	Denmark	(31	pts) 	Ukraine	(29+3	pts)
2012 	Gniezno 	Poland	(61	pts) 	Australia	(44	pts) 	Sweden	(26	pts)
Year Venue Winners Runner-up 3rd	place

Figure E.1: Document in WikiTableQues-

tions reformulated as Document Under-

standing.

(Question) After their first place win

in 2009, how did Poland place the next

year at the speedway junior world

championship? (Answer) 3rd place

The original WTQ dataset consists of training, pristine-seen-tables, and

pristine-unseen-tables subsets. We treat pristine-unseen-tables as a test set

and create new training and development sets by rearranging data from

training and pristine-seen-tables. The latter operation is dictated by the

leakage of documents in the original formulation, i.e., we consider it

undesirable for a document to appear in different splits, even if the

question differs. The resulting dataset consists of approximately 2100

documents divided in the proportion of 65%, 15%, 20% into training,

development, and test sets.

We rely on the original WTQ metric which is a form of Accuracy with

normalization (see Pasupat et al. [19] and accompanying implementa-

tion).
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TabFact⋆. As the authors of TabFact distribute only CSV files, we

resorted to HTML from the WikiTables dump their CSV were presumably

generated from.
∗

As Chen et al. [18] dropped some of the columns present

in used WikiTable tables, we remove them too, to ensure compatibility

with the original TabFact. Rendered files are used analogously to the case

of WTQ.

Figure E.2: Document in TabFact reformu-

lated as Document Understanding.

(Claim) To calculate table point, a win

be worth 3, a tie be worth 1 and a loss

be worth 0

Superleague	(Final	League)	Table	(Places	1-6)

	 Nation
v	t	e

Games Points
Table	points

Played Won Drawn Lost For Against Difference
1 VVA-Podmoskovye	Monino 10 9 0 1 374 119 +255 37
2 Krasny	Yar	Krasnoyarsk 10 6 0 4 198 255 -57 28
3 Slava	Moscow 10 5 1 4 211 226 -15 26
4 Yenisey-STM	Krasnoyarsk 10 5 0 5 257 158 +99 25
5 RC	Novokuznetsk 10 4 1 5 168 194 -26 23
6 Imperia-Dynamo	Penza 10 0 0 10 138 395 -257 10

Results differ from TabFact in several aspects, i.e., text in our variant is

not normalized, it includes the original formatting, and the tables are

more complex due to restoring the original cell merges. All mentioned

differences are desired, as we intended to consider raw, unprocessed files

without any heuristics or normalization applied.

Another difference we noticed is that tables in the original TabFact are

sometimes one row shorter, i.e., they do not contain the last row present

in the WikiTable dump. As it should not impact expected answers, we

decided to maintain the fidelity to Wikipedia and use the complete

table.

We use the original splits into training, development, and test sets and

the original Accuracy metric.

DeepForm⋆. The original DeepForm dataset consists of 2012, 2014,

and 2020 subsets differing in terms of annotation quality and documents’

diversity. We decided to use only the 2020 subset as for 2014, and 2020

annotations were prepared either automatically or by volunteers, leading

to questionable quality. The selected subset was randomly divided into

training, development and test set.

We noticed several inconsistencies during the initial analysis that lead

us to the manual correction of autodetected: (1) invalid date format; (2)

flight start dates earlier than flight end; (3) documents lacking one or

more data points.

In addition to the improved 2020 subset, we manually annotated one

hundred 2012 documents, as they can pose different challenges (contain

different document templates, handwriting, have lower image quality).

They were used to extend development and test set. The final dataset

consists of 700 training, 100 development, and 300 test set documents. We

rely on the standard F1 score for the purposes of DeepForm evaluation.

PWC⋆. The authors of AxCell relied on PWC Leaderboards and Linke-

dResults datasets [14]. The original formulation assumes extraction of

(task, dataset, metric, model, score) tuples from a provided table. In contrast,

we reformulate the task as Document Understanding and provide a

∗ http://websail-fe.cs.northwestern.edu/TabEL/tables.json.gz

http://websail-fe.cs.northwestern.edu/TabEL/tables.json.gz
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Rep: TELEREP, INC. REP BUYLINES Page: 1
Run On: May8/20 at 20:05 Requested by: JPRATA

E-Order#: 2416181 (Rev 0) Agy#30066235 Hdln#: 9824756 (Mod 2.0) Traffic#: 4359075
Station: KTVL-TV MEDFORD-KLAMATH FALL Dates: May12/20 - May19/20 Salesperson: JACQUELINE PINOU
Agency: SMART MEDIA GROUP Prod1: CRUMPACKER FOR CONGR Est#: 512ADD

Advertiser: POLI/J CRUMPACKER/R/CON/OR Prod2: Demo: RA35+
Buyer: ANNE BRAUNSCHEIDEL Tel #:

Mod
Code

Buy
Line Day/Time Length Rate

Starting
Date

Ending
Date

#
of

Wks
Spt/

Week
Total

Spots
Total

Dollars Program Name
Rating
RA35+

Imprsn
A35+

Rep:
RA35+

Last
Activity Last Mod/Rev

##CASH ##SMRT
1 Tue/5-6A 30S $10 May12/20 May12/20 1 1 1 $10 NEWS10 GOOD 0.9 2.1 0.9 May04/20 Rev #0: A

MORN -5A
Contract Comment: NEWS10 GOOD MORN -5A

2 Wed/5-6A 30S $10 May13/20 May13/20 1 1 1 $10 NEWS10 GOOD 0.9 2.1 0.9 May04/20 Rev #0: A
MORN -5A

Contract Comment: NEWS10 GOOD MORN -5A
3 Thu/5-6A 30S $10 May14/20 May14/20 1 1 1 $10 NEWS10 GOOD 0.9 2.1 0.9 May04/20 Rev #0: A

MORN -5A
Contract Comment: NEWS10 GOOD MORN -5A

4 Mon/5-6A 30S $10 May18/20 May18/20 1 1 1 $10 NEWS10 GOOD 0.9 2.1 0.9 May04/20 Rev #0: A
MORN -5A

Contract Comment: NEWS10 GOOD MORN -5A
5 Wed/6-7A 30S $15 May13/20 May13/20 1 1 1 $15 NEWS10 GOOD 2.2 5.3 2.2 May04/20 Rev #0: A

MORN -6A
Contract Comment: NEWS10 GOOD MORN -6A

6 Thu/6-7A 30S $15 May14/20 May14/20 1 1 1 $15 NEWS10 GOOD 2.2 5.3 2.2 May04/20 Rev #0: A
MORN -6A

Contract Comment: NEWS10 GOOD MORN -6A
7 Fri/6-7A 30S $15 May15/20 May15/20 1 1 1 $15 NEWS10 GOOD 2.2 5.3 2.2 May04/20 Rev #0: A

MORN -6A
Contract Comment: NEWS10 GOOD MORN -6A

8 Mon/6-7A 30S $15 May18/20 May18/20 1 1 1 $15 NEWS10 GOOD 2.2 5.3 2.2 May04/20 Rev #0: A
MORN -6A

Contract Comment: NEWS10 GOOD MORN -6A
9 Tue/7-9A 30S $20 May12/20 May12/20 1 1 1 $20 CBS THIS MORNING 3.0 7.3 3.0 May04/20 Rev #0: A

Contract Comment: CBS THIS MORNING
10 Thu/7-9A 30S $20 May14/20 May14/20 1 1 1 $20 CBS THIS MORNING 3.0 7.3 3.0 May04/20 Rev #0: A

Contract Comment: CBS THIS MORNING
11 Mon/7-9A 30S $20 May18/20 May18/20 1 1 1 $20 CBS THIS MORNING 3.0 7.3 3.0 May04/20 Rev #0: A

Contract Comment: CBS THIS MORNING
12 Tue/9-10A 30S $10 May12/20 May12/20 1 1 1 $10 FAMILY FEUD/ 2.0 4.8 2.0 May04/20 Rev #2: NZ

AMERICA SAYS
Contract Comment: FAMILY FEUD/ AMERICA SAYS

13 Thu/9-10A 30S $10 May14/20 May14/20 1 1 1 $10 FAMILY FEUD/ 2.0 4.8 2.0 May04/20 Rev #2: NZ
AMERICA SAYS

Contract Comment: FAMILY FEUD/ AMERICA SAYS
14 Fri/9-10A 30S $10 May15/20 May15/20 1 1 1 $10 FAMILY FEUD/ 2.0 4.8 2.0 May04/20 Rev #2: NZ

AMERICA SAYS
Figure E.3: Single page from document in

DeepForm.

complete paper as input instead. These are obtained using arXiv iden-

tifiers available in the PWC metadata. Consequently, the resulting task

is an end-to-end Key Information Extraction from real-world scientific

documents.

Whereas LinkedResults was annotated consistently, the PWC is of ques-

tionable quality as it was obtained from leaderboards filled by Papers

with Code visitors without a clear guideline or annotation rules. The

difference between the two is substantial, i.e., the agreement in terms of

F1 score between publications present in both PWC and LinkedResults

is lower than 0.35. We attribute this mainly to flaws in the PWC dataset,

such as missing records, inconsistent normalization and the difficulty of

the task itself.

Consequently, we decided to perform its manual re-annotation assuming

that: (1) The best result for a proposed model variant on the single

dataset has to be annotated, e.g., if two models with different parameter

sizes were present in the table, we report only the best one. (2) Single

number is preferred (we take the average over multiple split or parts of

the dataset if possible). (3) When results from the test set are available,

we prefer them and don’t report results from the validation set. (4) We

add multiple value variants when possible. (5) We include information

on used validation/dev/test split in the dataset description wherever

applicable. (6) We don’t report results on the train set. (7) We don’t

annotate results not appearing in the table. (8) We filter out publications

that are hard to annotate even for a human.

Interestingly, human scores on PWC are relatively low in terms of F1 value.

This can be attributed to unrestricted nature of particular properties, e.g.,

accuracy and average accuracy are equally valid metric values. Similarly,

Action Recognition, Action Classification, and Action Recognition are equally

valid task names. At the same time, it is impossible to provide all answer

variants during the preparation of the gold standard. We decided to

keep the dataset in the benchmark as it is extremely demanding, and

there is still a large gap between humans’ and models’ performance (See

Table 9.3).

As the expected answer in PWC consists of a list of groups (property

tuples that represent a complete record of the method, dataset, and
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results), the F1 metric here has to take into account the miss-placement of

properties in another group. We assume the value is incorrect if placed

in the wrong group (see reference implementation in supplementary

materials).

Figure E.4: Single page from document in

PWC.

Figure 5: Qualitative comparison of different methods in a2g direction on the CVUSA dataset.
Table 2: Quantitative evaluation of the CVUSA dataset in a2g direction. For all metrics except KL score, higher is better. (⇤)
Inception Score for real (ground truth) data is 4.8741, 3.2959 and 4.9943 for all, top-1 and top-5 setups, respectively.

Method Accuracy (%) Inception Score⇤ SSIM PSNR SD KL
Top-1 Top-5 All Top-1 Top-5

Zhai et al. [52] 13.97 14.03 42.09 52.29 1.8434 1.5171 1.8666 0.4147 17.4886 16.6184 27.43 ± 1.63
Pix2pix [21] 7.33 9.25 25.81 32.67 3.2771 2.2219 3.4312 0.3923 17.6578 18.5239 59.81 ± 2.12
X-SO [37] 0.29 0.21 6.14 9.08 1.7575 1.4145 1.7791 0.3451 17.6201 16.9919 414.25 ± 2.37
X-Fork [36] 20.58 31.24 50.51 63.66 3.4432 2.5447 3.5567 0.4356 19.0509 18.6706 11.71 ± 1.55
X-Seq [36] 15.98 24.14 42.91 54.41 3.8151 2.6738 4.0077 0.4231 18.8067 18.4378 15.52 ± 1.73
Pix2pix++ [21] 26.45 41.87 57.26 72.87 3.2592 2.4175 3.5078 0.4617 21.5739 18.9044 9.47 ± 1.69
X-Fork++ [36] 31.03 49.65 64.47 81.16 3.3758 2.5375 3.5711 0.4769 21.6504 18.9856 7.18 ± 1.56
X-Seq++ [36] 34.69 54.61 67.12 83.46 3.3919 2.5474 3.4858 0.4740 21.6733 18.9907 5.19 ± 1.31
SelectionGAN [43] 41.52 65.51 74.32 89.66 3.8074 2.7181 3.9197 0.5323 23.1466 19.6100 2.96 ± 0.97
LGGAN (Ours) 44.75 70.68 78.76 93.40 3.9180 2.8383 3.9878 0.5238 22.5766 19.7440 2.55 ± 0.95

we refer to it as the semantic-guided discriminator Ds, as
shown in Fig. 2. It employs the input semantic map Sg and
the generated image IC

g (or the real image Ig) as input:

LCGAN(G, Ds) =ESg,Ig
[log Ds(Sg, Ig)] +

ESg,IC
g

⇥
log(1 � Ds(Sg, I

C
g ))

⇤
,

(8)

which aims to preserve scene layout and capture the local-
aware information.

For the cross-view image translation task, we also pro-
pose another image-guided discriminator Di, which takes
the conditional image Ia and the final generated image IC

g

(or the ground-truth image Ig) as input:

LCGAN(G, Di) =EIa,Ig
[log Di(Ia, Ig)] +

EIa,IC
g

⇥
log(1 � Di(Ia, IC

g ))
⇤
.

(9)

In this case, the total loss of our Dual-Discriminator D is
LCGAN=LCGAN(G, Di)+LCGAN(G, Ds).

4. Experiments

The proposed LGGAN can be applied to different gen-
erative tasks such as the cross-view image translation [43]
and the semantic image synthesis [32]. In this section we
present experimental results and analysis on both tasks.

4.1. Results on Cross-View Image Translation

Datasets. We follow [43, 36] and perform the cross-
view image translation experiments on the Dayton [46] and
CVUSA datasets [49]. The Dayton dataset contains 76,048
images with a train/test split of 55,000/21,048 pairs. The
CVUSA dataset consists of 35,532/8,884 image pairs in
train/test split.
Evaluation Metric. Similarly to [36, 37, 43], we em-
ploy Inception Score (IS), Accuracy (Acc.), KL Divergence
Score (KL) to evaluate the proposed model. These three
metrics evaluate the distance between two different distri-
butions from a high-level feature space. We also employ
pixel-level similarity metrics to evaluate our method, i.e.,
Structural-Similarity (SSIM), Peak Signal-to-Noise Ratio
(PSNR) and Sharpness Difference (SD).
State-of-the-Art Comparisons. We compare our LGGAN
with several recently proposed state-of-the-art methods, i.e.,
Zhai et al. [52], Pix2pix [21], X-SO [37], X-Fork [36] and
X-Seq [36]. The comparison results are shown in Tables 1
and 2. We can observe that LGGAN consistently outper-
forms the competing methods on all metrics.

To study the effectiveness of LGGAN, we conduct ex-
periments with the methods using semantic maps and RGB
images as input, including Pix2pix++ [21], X-Fork++ [36],
X-Seq++ [36] and SelectionGAN [43]. We implement
Pix2pix++, X-Fork++ and X-Seq++ using their public
source code. Results are shown in Tables 1 and 2. We ob-

E.4 Dataset statistics

Chosen datasets represent the plethora of domains, lengths, and docu-

ment types. This appendix covers the critical aspects of particular tasks

at the population level.

Though part of the datasets is limited to one-pagers, the remaining

documents range from a few to few hundred pages (Figure E.5). At the

same time, there is a great variety in how much text is present on a single

page – we have both densely packed scientific documents and concise

document excerpts or infographics. This diversity allows us to measure

the ability to comprehend documents depending on their length.
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DocVQA

InfographicsVQA
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Kleister Charity

WikiTableQuestions

DeepForm

101 102 103 104

words per page

TabFact

DocVQA

InfographicsVQA

Kleister Charity

PWC

WikiTableQuestions

DeepForm Figure E.5: Number of words, pages, and

words per page in particular datasets (log

scale). Part of the datasets consist only of

one-pagers.

E.5 Details of human performance estimation

Estimation of human performance for PWC, WikiTableQuestions, Deep-

Form was performed in-house by professional annotators who are full-

time employees of Applica.ai. Before approaching the process, each of

them has to participate in the task-specific training described below.

Number of annotated samples depended on task difficulty and the

variance of the resulting scores. We relied on 50 fully annotated papers

for the PWC dataset (approx. 150 tuples with five values each), 109

DeepForm documents (532 values), and 300 questions asked to different

WikiTableQuestion tables.

Each dataset was approached with two annotators in the LabelStudio

tool. Human performance is the average of their scores when validated

against the gold standard.

Training. Each person participating in the annotation process com-

pleted the training consisting of four stages: (1) Annotation of five random
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documents from the task-specific development set. (2) Comparative anal-

ysis of differences between their annotations and the gold standard. (3)

Annotation of ten random documents from the task-specific develop-

ment set and subsequent comparative analysis. (4) Discussion between

annotators aimed at agreeing on the shared, coherent annotation rules.

E.6 Annotation of diagnostic subsets

In order to analyze the prepared benchmark and the results of individual

models, diagnostic sets were prepared. These diagnostic sets are subsets

of examples selected from the testset for all datasets.

When building a taxonomy for diagnostic sets, we adopted two basic

assumptions: (1) It must be consistent across all selected tasks so that at

least two tasks can be noted with a given category (2) It should include

as many aspects as possible that are relevant from the perspective of

document understanding problem.

Initially, we adopted the taxonomies proposed in DocVQA, Infographics,

and TabFact as potential categories [16–18]. In the next step, we adjusted

our taxonomy to all datasets following the previously adopted assump-

tions, distinguishing seven main categories with 25 subcategories (for

a more detailed description of the category (see the section 12). Then,

for each dataset, we prepared an annotation task in the LabelStudio

tool
†

(see example E.6) along with an annotation instruction. Finally,

to determine Human performance, the annotation was carried out by

a team of specialists from Applica.ai, where the selected example was

noted only by one person.

Taxonomy description

The taxonomy is based on multiple aspects of documents, inputs, and

answers and was designed to be sufficiently generic for future adaptation

to other tasks. Here, in each category, we describe the predicates that

annotators followed when classified an example into specific subcate-

gories.

Answer source. This category is based on the relation between answer

and text in the document.

▶ Extractive – after lowercasing and white-characters removing, the

answer can be exact-matched in the document.

▶ Inferred – other non-extractive cases.

Output format This category is based on the shape of an output.

▶ Single value – the answer consists of only one item.

▶ List – multiple outputs are to be provided.

†
https://labelstud.io/
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Figure E.6: An example of an interface for

annotating diagnostic subsets based on

document from DeepForm dataset.

Output type. This category is based on the semantic of an output.

▶ Organization – the answer is a name of an organization or institution.

▶ Location – the answer is a geographic location globally (e.g., a country,

continent, city) or locally (building or street, among others).

▶ Person – the answer is a personal identifier(name, surname,

pseudonym) or its composition. It can have a title prefix or suf-

fix (e.g., Mrs., Mr., Ph.D.) or have a shortened or informal version.

▶ Number – numerical values given with the unit or percent. Values

written in the free text do not comply with this class’s definition.

▶ Date/Time/Duration – the answer represents the date, time, or the

difference between two dates or times.

▶ Yes/No – the answer is a textual output of binary classification, such

as Yes/No pairs, and Positive/Negative, 0/1 among others.

Evidence. This category is based on the source of information that

allows the correct answer to be generated. When there are multiple

justifications based on different pieces of evidence (for example, the

address is in a table and block text), it is required to select all the pieces

of evidence.

▶ Table or List – a table is a fragment of the document organized

into columns and rows. The distinguishing feature of the table is

consistency within rows and columns (usually the same data type).

Moreover, it may have a header. In that sense, the form is not a table

(or at least it does not have to be). A list is a table degenerated into

one column or row containing a header.

▶ Plain text – the answer is based on plain text if there is an immediate

need to understand a longer fragment of the text while answering.

▶ Graphic element – the answer is based on graphic evidence when

understanding graphically rich, non-text fragments of documents

(e.g., graphics, photos, logos (non-text)) are necessary for generating

a correct answer.

▶ Layout – it is evidence when comprehending the placement of text

on the page (e.g., titles, headers, footers, forms) is needed to generate

the correct answer. This type does not include tables.

▶ Handwritten – when the text written by hand is crucial for an answer.
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Operation. This category is based on the type of operations that are to

be performed on the document before reaching to the correct answer.

▶ Counting – when there is a need to count the occurrences or determine

the position on the list.

▶ Arithmetic – when there is an arithmetic operation applied before

answering, or a sequence of arithmetic operations (e.g., averaging).

▶ Comparison – a comparison in the sense of lesser/greater. Other pro-

cedures that a comparison operation can express (e.g., approximation)

may be chosen. Here, the operation "is equal" is not a comparison since

it is sufficient to match sequences without a semantic understanding.

▶ Normalization – when we are to return something in the document

but in a different form. It may only apply to the output; we do

not acknowledge this operation when it is required to normalize a

question fragment to match it in the document.

Answer number. This category is based on the number of occurrences

of an answer in the document.

▶ 1 – when there is one path of logical reasoning to find the correct

answer in the document. We treat it as one justification for two

different reasoning paths based on the same data from the document.

▶ > 1 – the other cases.
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Figure E.7: Number of annotated instances in each diagnostic subset category. DocVQA, InfographicsVQA, Kleister Charity, and PWC

considered separately.
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DeepForm
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Figure E.8: Number of annotated instances in each diagnostic subset category. DeepForm, WikiTableQuestions, and TabFact considered

separatly.
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E.7 Unified format

We propose a unified format for storing information in the Document Un-

derstanding domain and deliver converted datasets as part of the released

benchmark. It assumes three interconnected levels: dataset, document-

annotation and document-content. Please refer to the repository for

examples and formal specifications of the schemes.

Dataset. The dataset level is intended for storing the general metadata,

e.g., name, version, license, and source. Here, the JSON-LD format based

on the well-known schema.org web standard is used.
‡

Document. The documents annotation level is intended to store anno-

tations available for individual documents within datasets and related

metadata (e.g., external identifiers). Our format, valid for all the Docu-

ment Understanding tasks, is specified using the JSON-Schema standard.

This ensures that every record is well-documented and makes automatic

validation possible. Additionally, to make the processing of large datasets

efficient, we provide JSON Lines file for each split, thus it is possible to

read one record at a time.

Content. As part of the original annotation or additional data we

provide is related to document content (e.g., the output of a particular

OCR engine), we introduce the document’s content level. Similarly to

the document level, we propose an adequate JSON Schema and provide

the JSON Lines files in addition. PDF files with the source document

accompany dataset -, document-, and content-level annotations. If the

source PDF was not available, a lossless conversion was performed.

E.8 Evaluation protocol

Evaluation protocol. All the benchmark submissions are expected to con-

form to the following rules to guarantee fair comparison, reproducibility,

and transparency:

▶ All results should be automatically obtainable starting from either

raw PDF documents or the JSON files we provide. In particular, it is

not permitted to rely on the potentially available source file that our

PDFs were generated from or in-house manual annotation.

▶ Despite the fact that we provide an output of various OCR mechanisms

wherever applicable, it is allowed to use software from outside the

list. In such cases, participants are highly encouraged to donate OCR

results to the community, and we declare to host them along with

other variants. It is expected to provide detailed information on used

software and its version.

▶ Any dataset can be used for unsupervised pretraining. The use of

supervised pretraining is limited to datasets where there is no risk

of information leakage, e.g., one cannot train models on datasets

constructed from Wikipedia tables unless it is guaranteed that the

same data does not appear in WikiTableQuestions and TabFact.

‡
See https://json-ld.org/ for information on the JSON-LD standard, and https:
//developers.google.com/search/docs/data-types/dataset for the description of

adapted schema.

https://json-ld.org/
https://developers.google.com/search/docs/data-types/dataset
https://developers.google.com/search/docs/data-types/dataset
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▶ It is encouraged to use datasets already publicly available or to release

data used for pretraining.

▶ Training performed on a development set is not allowed. We assume

participants select the model to submit using training loss or validation

score. We do not release test sets and keep them secret by introducing

a daily limit of evaluations performed on the benchmark’s website.

▶ Although we allow submissions limited to one category, e.g., QA or

KIE, complete evaluations of models that are able to comprehend all

the tasks with one architecture are highly encouraged.

▶ Since different random initialization or data order can result in consid-

erably higher scores, we require the bulk submission of at least three

results with different random seeds.

▶ Every submission is required to have an accompanying description. It

is recommended to include the link to the source code.

E.9 Experiments — training details

The experiments were carried out in an environment with NVIDIA

A100-40Gb cards, PyTorch version 1.8.1, and the transformers library in

version 4.2.2.

The parameters were selected through empirical experiments with T5-

Base model on DocVQA and InfographicsVQA collections. The T5-Large

model was used as the basis for finetuning.

The training lasted up to 30 epochs at batch 64 in training, the default

optimizer AdamW (lr = 2e-4), and warmup set to 100 updates. Validation

was performed five times per epoch, and when no improvement was seen

for 20 validation steps (4 epochs), the training was stopped. The length

of the input documents has been truncated to 6144 tokens for all datasets

(but in reality only Kleister Charity and PWC benefited from that change,

for the rest of them 1024 tokens is sufficient) and the responses to 256

tokens. Dropout was set to 0.15, gradient clipping to 1.0, and weight

decay to 1e-5.
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